
CATEGORICAL ENTROPIES ON SYMPLECTIC MANIFOLDS

HANWOOL BAE, DONGWOOK CHOA, WONBO JEONG, DOGANCAN KARABAS, AND SANGJIN LEE

ABSTRACT. In this paper, being motivated by symplectic topology, we study categorical entropy. Specifically,
we prove inequalities between categorical entropies of functors on a category and its localisation. We apply
the inequalities to symplectic topology to prove equalities between categorical entropies on wrapped, par-
tially wrapped, and compact Fukaya categories if the functors are induced by the same compactly supported
symplectic automorphisms. We also provide a practical way to compute the categorical entropy of sym-
plectic automorphisms by using Lagrangian Floer theory if their domains satisfy a type of Floer-theoretical
duality. Our main examples of symplectic manifolds satisfying the duality conditions are the plumbings of
T∗Sn along a tree. Moreover, for symplectic automorphisms of Penner type, we prove that our computation
of categorical entropy becomes a computation by simple linear algebra.

CONTENTS

1. Introduction 2

1.1. Acknowledgment 4

2. Twisted complex formulation of the categorical entropy 4

3. Categorical entropy of functors descended to quotients 9

3.1. Quotient of an A∞/dg category 10

3.2. Comparison of categorical entropies of ΦC ,ΦD , and ΦC /D . 13

3.3. Categorical entropy via admissible subcategories 18

3.4. Motivation: Comparison with properties of the topological entropy 20

3.5. Application: Categorical entropy on wrapped and partially wrapped Fukaya categories 21

4. Entropies of exact symplectic automorphisms 23

4.1. Setup 23

4.2. Entropies of Liouville automorphisms 26

4.3. Equality between categorical entropies 29

5. Entropies of symplectic automorphisms of Penner type 31

5.1. Symplectic automorphisms of Penner type 31

5.2. Construction of a twisted complex 32

5.3. Entropies of symplectic automorphisms of Penner type 33

6. Examples and applications 34

6.1. A counterexample to Gromov–Yomdin type equality 34

6.2. Cotangent bundles of simply-connected manifolds 35

References 36
1



2 HANWOOL BAE, DONGWOOK CHOA, WONBO JEONG, DOGANCAN KARABAS, AND SANGJIN LEE

1. INTRODUCTION

Let C be a triangulated category, and let Φ : C → C be an exact endofunctor on C . Then, the pair
(C ,Φ) forms a categorical dynamical system. Dimitrov, Haiden, Katzarkov, and Kontsevich [DHKK14]
defined an invariant measuring the complexity of the dynamical system (C ,Φ). The invariant is called
the categorical entropy of Φ. After [DHKK14] introduced the notion, the categorical entropy has drawn
many interests, see [Kik17, Fan18, KT19, Ouc20, KST20, KO20, FFO21, Ike21] for example. Some of the
listed references also mentioned, explicitly and implicitly, about the categorical entropy in a symplectic
topological setting. In the current paper, we study the notion of categorical entropy, motivated by the
viewpoint of symplectic topology.

In order to explain our motivation, let us consider the following situation: Let M be a symplectic
manifold, and let φ : M → M be a symplectic automorphism. It is well-known that φ induces an auto-
equivalenceΦ on the Fukaya category of M . There are many natural questions arising from the situation.
For example, “φ induces a topological dynamical system. Then, what is the relation between the topo-
logical entropy of φ and the categorical entropy of Φ?" Or, “many properties of topological entropy are
known in the literature. Does categorical entropy satisfy similar properties?"

In the current paper, we study categorical entropy motivated by the following two questions:

Question 1. If φ is an exact symplectic (more precisely, Liouville) automorphism on a Weinstein manifold W ,
φ induces an auto-equivalence on each of the compact, wrapped, and partially wrapped Fukaya
categories of W . Then, what relations do the categorical entropies of the induced functors have?

Question 2. The categorical entropy is not easy to compute. In the above situation, can we compute the cate-
gorical entropy of Φ practically from the symplectic topology?

The first half of the paper, motivated by Question 1, studies the categorical entropies on a category and
its localisation. The second half provides a way to compute the categorical entropy of a symplectic auto-
morphism φ where φ is defined on a Weinstein manifold of a specific type. The rest of this introduction
section contains more details on our results.

To answer Question 1, in the first half of the paper, we prove Theorem 1.1, which is stated/proven in
purely categorical way.

Theorem 1.1 (= Theorem 3.10). Let C be a triangulated (or pretriangulated A∞/dg) category, and let D be
a triangulated full subcategory of C . Let us assume that a functor ΦC : C →C preserves D so that there is
an induced functor

ΦC /D : C /D →C /D.

When ht (Φ) means the categorical entropy of a functor Φ, the following inequalities hold:

ht (ΦC /D) ≤ ht (φC ) ≤ max{ht (ΦC /D),ht (ΦD)}.

Since the compact Fukaya category is a full subcategory of the wrapped Fukaya category, and since the
wrapped Fukaya category is a quotient (i.e., localisation) of any partially wrapped Fukaya category, we
can apply Theorem 1.1 in order to answer Question 1. One of its applications is as follows:

Theorem 1.2 (= Theorem 3.20). If ht (ΦW (W )),h−t (Φ−1
W (W )) ≥ 0 (prerequisites can be dropped when t = 0),

then

ht (ΦW (W )) = ht (ΦW (W,Λ)) = h−t (Φ−1
W (W,Λ)) = h−t (Φ−1

W (W )),(1.1)

where ΦW (W ) (resp. ΦW (W,Λ)) denotes the functor induced from a compactly supported exact symplectic
automorphism φ : W → W , on the wrapped Fukaya category W (W ) of W (resp. partially wrapped Fukaya
category W (W,Λ) of W with a stop Λ.) The first equality in (1.1) holds without the condition h−t (Φ−1

W (W )) ≥
0.
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Note that we can use Equation (1.1) to compute the categorical entropy of ΦW (W ) as follows: One
can choose a stop Λ making the corresponding partially wrapped Fukaya category W (W,Λ) smooth and
proper. Then by applying [DHKK14, Theorem 2.6], the categorical entropy of the functor ΦW (W ) can be
computed via Lagrangian Floer theory, as

(1.2) ht (ΦW (W )) = ht (ΦW (W,Λ)) = lim
n→∞

1

n
log

∑
k∈Z

dimHomk
W (W,Λ)(G ,Φn

W (W,Λ)(G))e−kt ,

where G is a split-generator of W (W,Λ), which is described in [CRGG17] and [GPS18b].

The first part consists of two sections, Sections 2 and 3. Every subsection in the first part, except Section
3.5, deals with the category theory, and Section 3.5 applies the category-theoretic results to symplectic
topology.

In most of the second part, we concentrate on symplectic manifolds of a specific type. The symplectic
manifolds we are interested in are plumbings of T ∗Sn where n ≥ 3, along trees.

Before discussing more details, let us explain the main reason why we consider the plumbing spaces.
First of all, Abouzaid and Smith [AS12] (resp. Chantraine, Rizell, Ghiggini, and Golovko[CRGG17] and
Ganatra, Pardon, and Shende [GPS18b]) gave a split-generator of the compact (resp. wrapped) Fukaya
category. Let S (resp. L) denote the split-generator. Then, it is known that S and L satisfy a kind of duality
(for the formal statement of the duality, see the conditions in Theorem 1.4.)

We note that, as mentioned above, [DHKK14, Theorem 2.6] proved that if a category C is smooth and
proper, then the categorical entropy of a functor Φ : C → C can be computed relatively easily, from the
morphism spaces of C as in (1.2). Unfortunately, it is not expected that one can apply the result in a sym-
plectic setting unless introducing a stop because, usually, the compact (resp. wrapped) Fukaya category
is not smooth (resp. proper.) However, from the duality between S and L, we prove a result similar to
[DHKK14, Theorem 2.6]. In other words, we prove the following theorems:

Theorem 1.3 (= Theorem 4.13 and Theorem 4.14). Let φ be a Liouville automorphism on the plumbing
space of T ∗Sn along a tree for some n ≥ 3. Let ΦF ,ΦW denote the functors on the compact and wrapped
Fukaya category induced from φ. Then, the following hold:

ht (ΦF ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
φm(S),L

)
ekt ,(1.3)

ht (ΦW ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,φm(L)

)
ekt ,(1.4)

ht (ΦF ) = h−t
(
Φ−1

W

)
,ht (ΦW ) = h−t

(
Φ−1

F

)
.(1.5)

Moreover, if ht (ΦF ) ,ht (ΦW ) ≥ 0 (these are not necessary when t = 0), and φ is compactly supported, then

ht (ΦF ) = ht (ΦW ) .(1.6)

One can generalize Theorem 1.3 to Weinstein manifolds W satisfying a given duality below:

Theorem 1.4 (= Theorem 4.15). Let us assume that a Weinstein manifold W has sets of Lagrangians {Si }1≤i≤k

and {Li }1≤i≤k such that

• {Si }1≤i≤k (resp. {Li }1≤i≤k ) generates the compact (resp. wrapped) Fukaya category of W ,
• the morphism space in the wrapped Fukaya category Hom∗(Si ,L j ) is non-zero only if i = j and is

one-dimensional when i = j ,
• ⊕

i , j Hom∗(Si ,S j ) is non-negatively graded,
• ⊕

i , j Hom∗(Li ,L j ) is non-positively graded, and
• dimHom0(Si ,Si ) = 1 = dimHom0(Li ,Li ) for all 1 ≤ i ≤ k.
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Let S :=⊕
i Si ,L :=⊕

i Li . Ifφ is a Liouville automorphism on W , then Equations (1.3)–(1.5) hold forφ. Also,
if ht (ΦF ) ,ht (ΦW ) ≥ 0 (these are not necessary when t = 0), and φ is compactly supported, then Equation
(1.6) hold.

In Section 5, the second section of the second half, we give examples of symplectic automorphisms
whose categorical entropy are computed by a simple way. More specifically, we focus on symplectic au-
tomorphisms of Penner type (see Definition 5.2,) which is constructed by a higher dimensional general-
ization of Penner’s construction [Pen88] of pseudo-Anosov surface automorphisms. In his thesis [Lee21],
the last-named author proved that symplectic automorphisms of the Penner type satisfy geometric sta-
bility. We expected that one could easily compute the categorical entropy of the Penner type because of
the geometric stability. The expectation turns out to be true: one can compute the categorical entropy by
simple linear algebra. More precisely, we prove the following:

Theorem 1.5 (=Theorem 5.8). Let φ be a symplectic automorphism of Penner type, defined on a plumbing
space of T ∗Sn along a tree for some n ≥ 3. Then, the Lagrangian Floer homology betweenφ(S) and L defines
a matrix Mφ such that the logarithm of the spectral radius of Mφ is the categorical entropy of φ.

This fact gives us infinitely many examples of functors having positive entropies.

In the last section, we offer an application and an example. More specifically, we give a counterexample
of Gromov–Yomdin type equality in Section 6.1. Section 6.2 provides an application of Theorem 1.4 on
some spaces different from the plumbing spaces.

1.1. Acknowledgment. We appreciate Jongmyeong Kim for sharing useful information on categorical en-
tropy.

During this work, Hanwool Bae was supported by the National Research Foundation of Korea(NRF)
grant funded by the Korea government(MSIT) (No.2020R1A5A1016126), Dongwook Choa was supported
by the KIAS individual grant (MG079401), Wonbo Jeong was supported by Samsung Science and Tech-
nology Foundation under project number SSTF-BA1402-52, Dogancan Karabas was supported by World
Premier International Research Center Initiative (WPI), MEXT, Japan, and Sangjin Lee was supported by
the Institute for Basic Science (IBS-R003-D1).

2. TWISTED COMPLEX FORMULATION OF THE CATEGORICAL ENTROPY

In Section 2, we recall the notion of categorical entropy by [DHKK14], and redefine it using twisted
complexes in the setting of A∞ and dg categories. While the original approach uses a single split-generator
of a category, we show that the definition extends to multiple split-generators. See Proposition 2.13. It has
some practical advantages; see Sections 3, 4, or 5, for example. We will also compare the categorical en-
tropies of functors with their opposites/inverses in Proposition 2.14.

First, we set the notation. Let C be a (strictly unital or cohomologically unital) A∞ or dg category,
which is Z-graded (or Z/2-graded) and k-linear for some coefficient field k. We write hom∗

C (A,B) for the
morphism complex of the objects A,B ∈ C with the differential d , and Hom∗

C
(A,B) for the cohomology

of hom∗
C (A,B). Equivalences of A∞/dg categories are quasi-equivalences, which we denote by '. We will

also use the symbol ' when two objects (resp. morphisms) are homotopy equivalent (resp. homotopic).
We write A[n] for the n-shift of an object A ∈C , which can be thought as k[n]⊗ A. We write {G1, . . . ,Gm}C
(or {G1, . . . ,Gm} if the category C is clear from the context) for the full A∞/dg subcategory of C consisting
G1, . . . ,Gm ∈C . The reader can refer to [Sei08b] for more details.

Now, we recall the notion of twisted complex.

Definition 2.1. Let C be a dg category.
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(1) A twisted complex K̃ = [
(Ki [di ])n

i=1, ( fi j )1≤ j<i≤n
]

in C consists of objects Ki ∈ C , shifts di ∈Z, and
degree 1 morphisms

fi j : K j [d j ] → Ki [di ]

for i > j , satisfying

(2.1) d fi j +
∑

i>l> j
fi l ◦ fl j = 0.

If we define
K := K1[d1]⊕K2[d2]⊕ . . .⊕Kn[dn],

and the strictly lower triangular degree 1 matrix

f := ( fi j ) : K → K ,

then Equation 2.1 becomes
d f + f ◦ f = 0.

(2) A (homogeneous) morphism α̃ : [(Ki [di ]), ( fi j )] → [(Li [ei ]), (gi j )] of twisted complexes is a (homo-
geneous) morphism α : K → L with the grading |α̃| := |α| and the differential

dα̃ := dα+ g ◦α− (−1)|α|α◦ f .

Hence, the morphism space between the twisted complexes K̃ := [(Ki [di ]), ( fi j )] and L̃ := [(Li [ei ]), (gi j )]
is given by

(2.2) hom∗(K̃ , L̃) =⊕
i , j

hom∗(Ki ,L j )[e j −di ]

as a graded vector space, equipped with the above differential.
(3) The d-shift of [(Ki [di ]), ( fi j )] is [(Ki [di +d ]), ( fi j [d ])].
(4) The cone of a closed degree zero morphism α̃, denoted by Cone(α̃), is the twisted complex[

(Ki [di +1],L j [e j ]),

(
f [1] 0
−α g

)]
.

(5) A closed degree zero morphism α̃ is a homotopy equivalence if Cone(α̃) ' 0, i.e., 1Cone(α̃) = dh̃ for
some h̃.

(6) We write Tw(C ) for the dg category of twisted complexes in C .
(7) For any L̃ ∈ Tw(C ), we call K̃ = [(Ki [di ]), ( fi j )] a twisted complex for L̃ if K̃ and L̃ are homotopy

equivalent in Tw(C ).

Remark 2.2. If C is an A∞-category, we can similarly define twisted complexes in C and Tw(C ). However,
Equation 2.1 becomes

∞∑
r=1

µr
Σ(C )( f , . . . , f ) = 0

where Σ(C ) is the additive enlargement of C , which is obtained by enlarging C by finite direct sums and
shifts, and µr

Σ(C ) are A∞-operations of Σ(C ). See [Sei08b] for more details.

Remark 2.3. We will mostly use uppercase letters with tilde for twisted complexes, and lowercase letters
with tilde for the morphisms between twisted complexes. When we write K̃ ∈ Tw(C ), it will be understood
that K̃ is an explicit twisted complex given by

K̃ = [
(Ki [di ])n

i=1, ( fi j )1≤ j<i≤n
]

for some Ki ∈C , di ∈Z, and degree 1 morphisms fi j : K j → Ki for i > j satisfying (2.1). Note that K̃ contains
shifts di ’s as extra information.

Remark 2.4.
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(1) Another notation for the twisted complex

K̃ = [
(Ki [di ])n

i=1, ( fi j )1≤ j<i≤n
]

is

(2.3) [ K1[d1] . . . Kn−2[dn−2] Kn−1[dn−1] Kn[dn]
f21

f(n−2)1

f(n−1)1

fn1

f(n−2)(n−3) f(n−1)(n−2)

fn(n−2)

fn(n−1)
].

(2) A twisted complex K̃ ∈ Tw(C ) can be seen as an iterated cone in Tw(C ). Order of taking cone can be
chosen freely after properly shifting Ki ’s. One example of iterated cones corresponding to K̃ in (2.3)
is

Cone(K1[d1 −1] → . . . → Cone(Kn−2[dn−2 −1]
( f(n−1)(n−2) fn(n−2))−−−−−−−−−−−−→ Cone(Kn−1[dn−1 −1]

fn(n−1)−−−−→ Kn[dn]))).

(3) A twisted complex K̃ ∈ Tw(C ) can be expressed as

K̃ = [
(K̃i [di ])n

i=1, ( f̃i j )1≤ j<i≤n
]

where K̃i ∈ Tw(C ), and the morphisms f̃i j : K̃ j [d j ] → K̃i [di ] for i > j satisfy

d f̃i j +
∑

i>l> j
f̃i l ◦ f̃l j = 0.

In this case, we regard this twisted complex as in (2.3), where each Ki is replaced by the actual
twisted complex K̃i = [(Li

p [e i
p ]), (g i

pq )] ∈ Tw(C ), and each fi j is replaced by the arrows between

twisted complexes coming from f̃i j .

Remark 2.5. Given a twisted complex

K̃ = [
(Ki [di ])n

i=1, ( fi j )1≤ j<i≤n
] ∈ Tw(C ),

its (essential) image under an A∞ (or dg) functor Φ : Tw(C ) → Tw(D) is given by

Φ(K̃ ) = [
(Φ(Ki )[di ])n

i=1, (g̃i j )1≤ j<i≤n
] ∈ Tw(D),

for some g̃i j : Φ(K j )[d j ] →Φ(Ki )[di ], whereΦ(K̃ ) is regarded as in Remark 2.4(3). See [Sei08b, Section (3m)]
for more details. This will be useful later when we study twisted complexes under the repetitive application
of an A∞/dg functor.

Next, we will define the length of a twisted complex, which will be used in the definition of categorical
entropy.

Definition 2.6. Let C be an A∞ (or dg) category. Consider a twisted complex

K̃ = [
(Ki [di ])n

i=1, ( fi j )1≤ j<i≤n
] ∈ Tw(C ).

(1) Components of K̃ is the collection

{Ki [di ] | i = 1, . . . ,n}.

Given a full dg subcategory D of C , D-components of K̃ is the collection

{Ki [di ] |Ki ∈D}.
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(2) For a given t ∈R, the length of K̃ (at t ) is defined as

lent K̃ :=
n∑

i=1
edi t .

If t = 0, then the length of K̃ is just n. Given full dg subcategory D of C , the length of K̃ (at t ) with
respect to D is defined as

lent ,D K̃ := ∑
Ki∈D

edi t .

When D consists of a single object D, we will write D-components of K̃ (resp. lent ,D K̃ ) for D-components
of K̃ (resp. lent ,D K̃ ) in short. When t = 0, we will sometimes just write len K̃ (resp. lenD K̃ ) for lent K̃ (resp.
lent ,D K̃ ).

Remark 2.7. If C is Z/2-graded, the length of a twisted complex only makes sense if t = 0. The same will be
true for the complexity (Definition 2.9) and the categorical entropy (Definition 2.11).

Now, we define the notion of (split-closed) pretriangulated A∞/dg categories and (split-)generators, in
order to define the categorical entropy later.

Definition 2.8. Let C be an A∞ (or dg) category.

(1) An A∞ (or dg) category C is pretriangulated, if there is a quasi-equivalence C ' Tw(C ). Hence,
Tw(C ) is also called the pretriangulated closure of C .

(2) We write Perf(C ) for the split-closed pretriangulated closure of C , which is obtained by splitting
direct summands in Tw(C ).

(3) We say G1, . . . ,Gm ∈C generate (resp. split-generate) C if

C ⊂ Tw({G1, . . . ,Gm})
(
resp.C ⊂ Perf({G1, . . . ,Gm})

)
.

We call G1, . . . ,Gm generators (resp. split-generators) of C .

Note that the length of a twisted complex is not invariant under homotopy equivalence, but the follow-
ing definition is an invariant.

Definition 2.9. Let C be a pretriangulated A∞ (or dg) category, and G1, . . . ,Gm ,C ∈ C . Given t ∈ R, the
complexity of C (at t ) with respect to G1, . . . ,Gm is defined as

δt (G1, . . . ,Gm ;C ) := inf {lent K̃ | K̃ ∈ Tw({G1, . . . ,Gm}) and K̃ 'C ⊕C ′ for some C ′ ∈C }.

Note that if C is not split-generated by G1, . . . ,Gm , then δt (G1, . . . ,Gm ;C ) = ∞. Also, when t = 0, the
complexity is zero if and only if C ' 0.

Remark 2.10. The complexity δt (G ;C ) in [DHKK14] is defined on a triangulated category T using a (right)
Postnikov system

0 Cn−1 . . . C2 C1 C ⊕C ′

G[dn] G[d2] G[d1]
+1 +1 +1

rather than a twisted complex. In the A∞/dg enhancement C of T (i.e., H 0(C ) 'T ), any such system can
be seen as an iterated cone of G[di ]’s, which provides a twisted complex quasi-isomorphic to C ⊕C ′ as in
Remark 2.4(2) (after setting Ki [di ] =G[di ]), and vice versa.

We will now present the definition of categorical entropy for functors on A∞/dg categories, which is
originally given in [DHKK14] on triangulated categories.
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Definition 2.11. Let C be a pretriangulated A∞ (or dg) category split-generated by a single object G, and
Φ : C →C be an A∞ (or dg) functor. Then, for a given t ∈R, the categorical entropy of Φ is defined as

ht (Φ) := lim
n→∞

1

n
logδt (G ;Φn(G)) ∈ {−∞}∪R.

The categorical entropy of Φ is well-defined and independent of the choice of the split-generator G of
C , see [DHKK14]. We also note that ht (Φ) =−∞ if Φn(G) ' 0 for some n.

Remark 2.12.

(1) We can also define the categorical entropy for an A∞/dg functor Φ : C →C on any A∞/dg category
C by considering its pretriangulated closure Tw(C ) and the induced functor Φ : Tw(C ) → Tw(C ).

(2) Since the notion of categorical entropy, Definition 2.11, is defined for A∞/dg functors on A∞/dg
categories with a split-generator, we assume that every A∞/dg category admits a split-generator
throughout this paper in the context of categorical entropy.

(3) As we remarked earlier, if C is Z/2-graded, the categorical entropy only makes sense when t = 0.
However, we can consider C as a 2-periodic Z-graded category to be able to talk about the categori-
cal entropy when t 6= 0, in which case, ht 6=0(Φ) =−∞ for any Φ.

Definition 2.11 defines the categorical entropy using the length with respect to a split-generator. The
following proposition shows that one can also compute the categorical entropy from the length with re-
spect to a finite collection of split-generators.

Proposition 2.13. Let C be a pretriangulated A∞ (or dg) category split-generated by G1, . . . ,Gm , and define
G :=G1 ⊕ . . .⊕Gm . Let Φ : C →C be an A∞ (or dg) functor. Then, for a given t ∈ R, the categorical entropy
of Φ can be given by

ht (Φ) = lim
n→∞

1

n
logδt (G1, . . . ,Gm ;Φn(G)).

Proof. First, note that G is a split-generator for C . Let K̃ ∈ Tw({G1, . . . ,Gm}) be an arbitrary twisted complex
for Φn(G)⊕ A for some A ∈ C . Then one can replace each Gi in K̃ with G to get a twisted complex K̃ ′ ∈
Tw({G}) for Φn(G)⊕ A⊕B for some B ∈C . Note that

lent K̃ ′ = lent K̃ .

This shows
δt (G ;Φn(G)) ≤ δt (G1, . . . ,Gm ;Φn(G)).

On the other hand, let L̃ ∈ Tw({G}) be an arbitrary twisted complex for Φn(G)⊕C for some C ∈C . Then

if we replace each G in L̃ with the equivalent twisted complex [G1
0−→ . . .

0−→Gm], we get a twisted complex
L̃′ ∈ Tw({G1, . . . ,Gm}) for Φn(G)⊕C . Note that

lent L̃′ = m × lent L̃.

This shows
δt (G1, . . . ,Gm ;Φn(G)) ≤ mδt (G ;Φn(G)).

By applying limn→∞ 1
n log to the inequalities

δt (G ;Φn(G)) ≤ δt (G1, . . . ,Gm ;Φn(G)) ≤ mδt (G ;Φn(G)),

we get

ht (Φ) ≤ lim
n→∞

1

n
logδt (G1, . . . ,Gm ;Φn(G)) ≤ ht (Φ).

�

We finish this section by the following proposition regarding an opposite and an inverse functor.
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Proposition 2.14. Let C be a pretriangulated A∞ (or dg) category, andΦ : C →C be an A∞ (or dg) functor.
For any t ∈R, the following hold;

(1) ht (Φ) = h−t (Φop), where Φop is an induced functor on C op.
(2) IfΦ is an auto-equivalence, and C is saturated (i.e., is smooth, proper, and admits a split-generator),

then ht (Φ−1) = h−t (Φ).

Proof. Let G be a split-generator of C . If

K̃ = [
(G[d1], . . . ,G[dn]), ( fi j )

] ∈ Tw({G}C )

is a twisted complex for Φn(G)⊕C for some C ∈C , then

K̃ ′ = [
(Gop[−dn], . . . ,Gop[−d1]), (( fn+1− j ,n+1−i )op)

] ∈ Tw({Gop}C op )

is a twisted complex for (Φn(G)⊕C )op = (Φop)n(Gop)⊕C op, where (G[di ])op is viewed as the (−di )-shift of
Gop in C op. Since Gop split-generates C op, this implies the first statement.

Next, assume C is saturated. Then it is known by [DHKK14] that

ht (Φ) = lim
n→∞

1

n
log

∑
k

(
dim(Homk

C (G ,Φn(G)))
)

e−kt .

Since C op is also saturated, we have

h−t (Φ) = ht (Φop) = lim
n→∞

1

n
log

∑
k

(
dim(Homk

C op (Gop, (Φop)n(Gop)))
)

e−kt

= lim
n→∞

1

n
log

∑
k

(
dim(Homk

C (Φn(G),G))
)

e−kt

= lim
n→∞

1

n
log

∑
k

(
dim(Homk

C (G , (Φ−1)n(G)))
)

e−kt = ht (Φ−1).

�

3. CATEGORICAL ENTROPY OF FUNCTORS DESCENDED TO QUOTIENTS

The main theorem of Section 3, Theorem 3.10, is a comparison of categorical entropies of A∞/dg func-
tors on an A∞/dg category, its full A∞/dg subcategory, and their quotient. The motivation of Theorem
3.10 comes from the fact that the wrapped Fukaya category is a quotient of any partially wrapped Fukaya
category by linking disks. One can find another motivation from some properties of topological entropy,
which we explain in Section 3.4.

In Section 3.1, we prepare for stating and proving Theorem 3.10. In Section 3.2, we prove Theorem 3.10.
In Section 3.3, we investigate the case of categories with admissible subcategories and get a comparison
result Corollary 3.15, which follows from Theorem 3.10. In Section 3.5, we apply Theorem 3.10 to sym-
plectic topology and compare the categorical entropies of functors on wrapped and partially wrapped
Fukaya categories in Theorem 3.20.

Remark 3.1. We will be mostly working with dg categories and dg functors, but the results and proofs will
apply to A∞-categories and A∞-functors because of the following argument: Any A∞-category is quasi-
equivalent to a dg category by Yoneda embedding. For any dg categories C and D, we also have (see [Fao17]
and [COS19])

HomA∞(C ,D) ' RHomdg(C ,D) ' Homdg(C ′,D)

where HomA∞(C ,D) (resp. Homdg(C ,D)) is the space of A∞ (resp. dg) functors C → D, RHomdg(C ,D)
is the derived hom-space, and C ′ is a cofibrant dg category quasi-equivalent to C . This means that any
A∞-functor between A∞-categories can be considered as a dg functor between dg categories.
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3.1. Quotient of an A∞/dg category. First, we define the notion of the dg quotient of a dg category.

Definition 3.2 ([Dri04]). Let C be a dg category.

(1) If D is a full dg subcategory of C , then the dg quotient C /D is obtained from C by adding a degree
−1 morphism εD : D → D for each D ∈D freely (in algebra level), such that

dεD = 1D .

(2) The dg localisation functor
l : C →C /D

is the dg functor sending everything to itself.

It is easy to check that D ' 0 in C /D for all D ∈D ⊂C .

Remark 3.3. We can define the quotient of an A∞-category and the A∞-localisation functor using the dg
quotient and dg localisation functor via Remark 3.1. For a more direct approach, see [LO06].

Next proposition shows that the quotient of a pretriangulated A∞/dg category is again pretriangulated.

Proposition 3.4. Let C be a pretriangulated A∞ (or dg) category, and D be its full A∞ (or dg) subcategory.
Then the quotient C /D is also pretriangulated, and quasi-equivalent to C /Tw(D).

Proof. Assume C and D are dg categories for simplicity as in Remark 3.1. Observe that C /Tw(D) is the dg
quotient of C /D by Tw(D). In C /D, we have D ' 0 for all D ∈D ⊂C . Therefore, E ' 0 for all E ∈ Tw(D) ⊂
C . Hence, taking quotient by Tw(D) does not have any effect, and we get

C /D 'C /Tw(D) ' Tw(C /D),

where the second equivalence is by [Dri04]. This in particular shows that C /D is pretriangulated. �

In Section 3, we compare the categorical entropies of functorsΦC ,ΦD ,ΦC /D on C ,D and C /D, respec-
tively, described in the following definition.

Definition 3.5. Let C be a pretriangulated A∞ (or dg) category, and D be its full pretriangulated A∞ (or dg)
subcategory. Let ΦC : C →C be an A∞ (or dg) functor satisfying ΦC (D) ⊂D. Then we define two functors:

(1) ΦD : D →D is the restriction of ΦC on D, i.e.,

ΦD :=ΦC |D .

(2) ΦC /D : C /D →C /D is the unique (up to isomorphism) A∞-functor satisfying

(3.1) ΦC /D ◦ l ' l ◦ΦC

where l : C →C /D is the localisation functor.

Remark 3.6. The existence and uniqueness of ΦC /D follow from the universal property of A∞/dg localisa-
tion (see e.g. [Toe07]): Consider the A∞/dg functor l ◦ΦC : C →C /D. Since (l ◦ΦC )(D) ' 0 for all D ∈D, by
the universal property, there exists a unique A∞-functor ΦC /D (not necessarily a dg functor) up to isomor-
phism satisfying (3.1).

The following proposition about the split-generation of quotients will be useful when comparing cate-
gorical entropies in the next subsection.

Proposition 3.7. Let C be a pretriangulated A∞ (or dg) category, and D be its full pretriangulated A∞ (or
dg) subcategory. Assume that G ⊕D split generates C , and D split generates D for some G ∈ C and D ∈ D.
Then G split-generates C /D.
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Proof. Let C ∈ C /D. Then we have C ∈ C , as C and C /D have the same objects. Hence, there exists
C ′ ∈C such that C ⊕C ′ ∈ Tw({G ⊕D}C ). Then, by applying the localisation functor l to C ⊕C ′ ∈C , we get

l (C ⊕C ′) =C ⊕C ′ ∈ Tw({l (G ⊕D)}C /D) = Tw({G ⊕D}C /D) ' Tw({G}C /D)

since D ' 0 in C /D, where the second C and C ′ are in C /D. This proves that G split-generates C /D. �

The following lemma will be the main ingredient of Theorem 3.10.

Lemma 3.8. Let C be a pretriangulated A∞ (or dg) category, and D be its full pretriangulated A∞ (or dg)
subcategory. Assume that G ⊕D split-generates C , and D split-generates D for some G ∈C and D ∈D. Let
X ∈C , and L̃ ∈ Tw({G}C /D) be a twisted complex for l (X )⊕B for some B ∈C /D, i.e.,

L̃ ' l (X )⊕B

where l : C →C /D is the localisation functor. Then there exist a twisted complex K̃ ∈ Tw({G ,D}C ) for X ⊕A
for some A ∈C , i.e.,

K̃ ' X ⊕ A

such that the G-components of K̃ are the same as the G-components of L̃. In particular,

lent ,G K̃ = lent L̃.

Proof. Assume that C and D are dg categories for simplicity following Remark 3.1. Before we start the
proof, note that for any X ,Y ∈C , we have the isomorphism by [Ver77, Ver96] (which is restated in [Dri04])

(3.2) l : lim−−→
(Y →Z )∈QY

Hom∗
C (X , Z )

∼−→ Hom∗
C /D(l (X ), l (Y )),

where QY is the (filtered) category of morphisms f : Y → Z in C such that Cone( f ) is homotopy equiva-
lent to an object in D. This shows, for any β ∈ Hom∗

C /D(l (X ), l (Y )), there exists Z ∈C such that

(i) Z ' Cone(E → Y ) for some E ∈D, and
(ii) there is a morphism α ∈ Hom∗

C
(X , Z ) so that l (α) 'β.

With the above arguments, we can prove the lemma by induction on the number of components of
L̃ ∈ Tw({G}C /D).

For the base step, let us assume that L̃ has no components, i.e., L̃ = 0. Note that L̃ ' l (X )⊕B ' l (X ⊕A0)
for some A0 ∈ C since l is essentially surjective. Then, X ⊕ A0 ∈ C is in the kernel of l . It means that
X ⊕ A0 ⊕ A1 is homotopy equivalent to an object in D for some A1 ∈ C (see e.g. [Kra10]). Since D split-
generates D, there exists A2 ∈ D ⊂ C such that X ⊕ A0 ⊕ A1 ⊕ A2 is homotopy equivalent to an object
K̃ ∈ Tw({D}C ), which has no G-components.

For the inductive step, let us assume the induction hypothesis, i.e., we assume that the lemma holds
for any X ∈ C and L̃ ∈ Tw({G}C /D) satisfying L̃ ' l (X )⊕B for some B ∈ C /D, whenever L̃ has n many
G-components.

Now we consider X ∈C and L̃ ∈ Tw({G}C /D) such that L̃ ' l (X )⊕B for some B ∈C /D, and L̃ has (n+1)
many G-components. We note that, as mentioned in Remark 2.4(2), the twisted complex L̃ can be written
as an iterated cone. Thus, there is a twisted complex T̃ ∈ Tw({G}C /D) and d ∈Z such that

(3.3) L̃ = Cone

(
T̃

β−→G[d ]

)
,

where β ∈ Hom0
C /D

(
T̃ ,G[d ]

)
, and T̃ has n many G-components. Since the localisation functor l : C →

C /D is essentially surjective, there exists W ∈C such that l (W ) ' T̃ . Moreover, by the induction hypothe-
sis, there exist S̃ ∈ Tw({G ,D}C ) and A′ ∈C such that S̃ 'W ⊕A′, and S̃ and T̃ have the same G-components.

From the isomorphism (3.2), one can show that there is an object Z1 ∈C such that
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(i)’ Z1 ' Cone(E1 →G[d ]) for some E1 ∈D, and
(ii)’ there is a morphism α ∈ Hom0

C
(W, Z1) so that l (α) 'β.

Now, we consider the cone of α : W → Z1. Let

Y := Cone
(
W

α−→ Z1

)
∈C .

Then, one can easily observe that Y is a lift of L̃ with respect to the localisation functor l , i.e., l (Y ) ' L̃.
Hence,

l (Y ) ' l (X )⊕B ' l (X ⊕ A0)

for some A0 ∈ C , since l is essentially surjective. This shows that there is a homotopy equivalence δ :
l (X ⊕ A0) → l (Y ). Consequently, from (3.2), one obtains Z2 ∈C such that

(i)” Z2 ' Cone(E2 → Y ) for some E2 ∈D, and
(ii)” there is a morphism γ ∈ Hom0

C
(X ⊕ A0, Z2) so that l (γ) ' δ.

Let

E3 := Cone
(

X ⊕ A0
γ−→ Z2

)
∈C .

Then, since l (γ) ' δ is a homotopy equivalence,

l (E3) = l
(
Cone(γ)

)' Cone(δ) ' 0.

In other words, E3 is a direct summand of an object in D (see e.g. [Kra10]), i.e., E3 ⊕ A′′ ∈ D for some
A′′ ∈C .

Collecting all the above results, we get

X ⊕ A0 ' Cone(Z2[−1] → E3[−1])

' Cone(Cone(E2 → Y )[−1] → E3[−1])

' Cone
(
Cone

(
E2 → Cone(W

α−→ Z1)
)

[−1] → E3[−1]
)

' Cone
(
Cone

(
E2 → Cone

(
W

α−→ Cone(E1 →G[d ])
))

[−1] → E3[−1]
)

.(3.4)

As mentioned in Remark 2.4(2), one can convert the iterated cone (3.4) to a twisted complex for X ⊕ A0

X ⊕ A0 ' [E2[1] →W [1] → E1[1] →G[d ] → E3[−1]] .

Here, the notation for the twisted complex is as in Remark 2.4(1). Note that E1,E2,E3 ⊕ A′′ ∈D, and since
D split-generates D, there exist A1, A2, A3 ∈D ⊂C such that

E1 ⊕ A1, E2 ⊕ A2, E3 ⊕ A′′⊕ A3 ∈ Tw({D}C ).

Also, recall that S̃ ∈ Tw({G ,D}C ) satisfies S̃ ' W ⊕ A′ for some A′ ∈ C , and S̃ has the same G-components
as T̃ . Set A := A0 ⊕ A1 ⊕ A2 ⊕ A3 ⊕ A′⊕ A′′ ∈C . Then, define K̃ ∈ Tw({G ,D}C ) by

X ⊕ A ' [
(E2 ⊕ A2)[1] → (W ⊕ A′)[1] → (E1 ⊕ A1)[1] →G[d ] → (E3 ⊕ A′′⊕ A3)[−1]

]
' [

(E2 ⊕ A2)[1] → S̃[1] → (E1 ⊕ A1)[1] →G[d ] → (E3 ⊕ A′′⊕ A3)[−1]
]

:= K̃ .

Hence, the G-components of K̃ consist of the G-components of S̃[1] and G[d ]. We also know that the
G-components of L̃ consist of the G-components of T̃ [1] and G[d ] by (3.3). Since G-components of S̃ and
T̃ are the same, this proves the induction step. �
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3.2. Comparison of categorical entropies ofΦC ,ΦD , andΦC /D . Now, we are ready to compare the cate-
gorical entropies of an A∞/dg functor ΦC on a pretriangulated A∞/dg category C , its restriction ΦD to a
full pretriangulated A∞/dg subcategory D of C , and its descent ΦC /D to the quotient C /D.

It is easy to prove the next proposition, which is the first result comparing the categorical entropies of
ΦC and ΦC /D .

Proposition 3.9. Let C be a pretriangulated A∞ (or dg) category and D be its full pretriangulated A∞ (or
dg) subcategory. Let ΦC : C →C be an A∞ (or dg) functor satisfying ΦC (D) ⊂D, and ΦC /D : C /D →C /D
be the induced functor as in Definition 3.5. Then, for any t ∈R, we have

ht (ΦC /D) ≤ ht (ΦC ).

Proof. Assume that G :=G⊕D split-generates C , and D split-generates D for some G ∈C and D ∈D. Then
by Proposition 3.7, G split-generates C /D. For a fixed n ∈N, let K̃ ∈ Tw({G ,D}C ) be a twisted complex for
Φn

C
(G)⊕C for some C ∈ C . Applying the localisation functor l to K̃ , and replacing D with 0, we get a

twisted complex L̃ ∈ Tw({G}C /D) for

l (Φn
C (G)⊕C ) 'Φn

C /D(l (G))⊕ l (C ) 'Φn
C /D(G)⊕ l (C ).

Moreover, the G-components of K̃ are preserved in the new twisted complex L̃. Thus,

lent L̃ = lent ,G K̃ ≤ lent K̃ .

This shows that
δt (G ;Φn

C /D(G)) ≤ δt (G ,D ;Φn
C (G)),

which implies that
ht (ΦC /D) ≤ ht (ΦC )

by Proposition 2.13. �

Proposition 3.9 gives a lower bound for the entropy of ΦC . The following, which is one of our main
theorems, gives an upper bound.

Theorem 3.10. Let C be a pretriangulated A∞ (or dg) category and D be its full pretriangulated A∞ (or
dg) subcategory. Let ΦC : C → C be an A∞ (or dg) functor satisfying ΦC (D) ⊂ D, and let ΦD : D → D and
ΦC /D : C /D →C /D be the induced functors as in Definition 3.5. Then, for any t ∈R, we have

ht (ΦC /D) ≤ ht (ΦC ) ≤ max{ht (ΦC /D),ht (ΦD)}.

The idea of the proof is roughly as follows: Given the setting of Proposition 3.7, where C /D is split-
generated by G ∈C , D is split-generated by D ∈D, and C is split-generated by G :=G ⊕D , the initial goal
is to achieve the inequality

(3.5) δt (G ,D ;Φn
C (G)) ≤ δt (G ;Φn

C /D(G))+δt (D ;Φn
D(D))

for sufficiently large n, which would imply the inequality ht (ΦC ) ≤ max{ht (ΦC /D),ht (ΦD)}.

An attempt would be to use Lemma 3.8: For any twised complex L̃n ∈ Tw({G}C /D) for Φn
C /D(G)⊕Bn for

some Bn ∈ C /D, there is a twisted complex K̃n ∈ Tw({G ,D}C ) for Φn
C

(G)⊕ An for some An ∈ C such that
lent ,G K̃n = lent L̃n . Then we have

δt (G ,D ;Φn
C (G)) ≤ lent K̃n = lent ,G K̃n + lent ,D K̃n = lent L̃n + lent ,D K̃n .

We can choose L̃n so that lent L̃n is close to δt (G ;Φn
C /D(G)). Assuming that lent ,D K̃n approaches Rn ∈

[0,∞] as lent L̃n approaches δt (G ;Φn
C /D(G)), we get

δt (G ,D ;Φn
C (G)) ≤ δt (G ;Φn

C /D(G))+Rn .
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However, we have no control over Rn via Lemma 3.8. In particular, we cannot relate Rn to δt (D ;Φn
D

(D))
using the lemma to achieve (3.5).

The solution of this problem is the observation that the following also gives the entropy:

(3.6)
1

n
log

(
δt (G ,D ;Φ2n

C
(G))

δt (G ,D ;Φn
C

(G))

)
n→∞−−−−→ ht (ΦC ).

For that reason, we want to create a sequence of twisted complexes K̃i ∈ Tw({G ,D}C ) for Φ2i N
C

(G)⊕ Ai for
some Ai ∈C such that approximately

(3.7)
δt (G ,D ;Φ2i+1N

C
(G))

δt (G ,D ;Φ2i N
C

(G))
≤ lent K̃i+1

lent K̃i
≤ δt (G ;Φ2i N

C /D(G))+δt (D ;Φ2i N
D (D))

holds for a large N . Similar to (3.5), this would also imply Theorem 3.10 by (3.6). The first inequality is
approximately true for infinitely many i ’s by a basic fact about sequences (given in the following Lemma

3.11), since δt (G ,D ;Φ2i N
C

(G)) ≤ lent K̃i .

To achieve the second inequality, we create the sequence K̃i ∈ Tw({G ,D}C ) in a particular way: Define
K̃0 from L̃N ∈ Tw({G}C /D) by Lemma 3.8 as we mentioned above, so that lent ,G K̃0 = lent L̃N . Define K̃i+1

from K̃i by applying Φ2i N
C

to K̃i , and then by replacing each Φ2i N
C

(G) in K̃i+1 by K̃i and each Φ2i N
C

(D) =
Φ2i N

D
(D) in K̃i+1 by a twisted complex in {D}D whose length is close to δt (D ;Φ2i N

D
(D)). Note that lent ,G K̃i =

(lent L̃N )2i
holds. Hence, we approximately have

lent K̃i+1

lent K̃i
= lent ,G K̃i · lent K̃i + lent ,D K̃i ·δt (D ;Φ2i N

D
(D))

lent K̃i
≤ (lent L̃N )2i +δt (D ;Φ2i N

D (D)).

Since (lent L̃N )2i
is approximately δt (G ;Φ2i N

C /D(G)), this proves the second inequality in (3.7), and hence,
Theorem 3.10. The rigorous proof of Theorem 3.10 will appear after Lemma 3.11.

Lemma 3.11. Let (ai )∞i=0 and (a′
i )∞i=0 be sequences of positive real numbers satisfying ai ≤ a′

i for all i . Then
we have

liminf
i→∞

ai+1/ai

a′
i+1/a′

i

≤ 1.

Proof. Let us assume the contrary. Then, there exist a real number M > 1 and a natural number N such
that

ai+1/ai

a′
i+1/a′

i

≥ M

for all i ≥ N . However, for any i > N , we have

aN

a′
N

(
i−1∏
j=N

(
a j+1/a j

a′
j+1/a′

j

))
= ai

a′
i

≤ 1

which gives a contradiction since

lim
i→∞

(
i−1∏
j=N

a j+1/a j

a′
j+1/a′

j

)
=∞.

�

Proof of Theorem 3.10. Assume that G :=G⊕D split-generates C , and D split-generates D for some G ∈C

and D ∈D. Then by Proposition 3.7, G split-generates C /D. The first inequality is Proposition 3.9, thus it
is enough to prove the second inequality

ht (ΦC ) ≤ max{ht (ΦC /D),ht (ΦD)}.
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If ht (ΦC ) =−∞, then the above holds. Thus, let us assume that ht (ΦC ) >−∞.

We note that, in the rest of the proof, we use the following notation for convenience:

α := ht (ΦC ), β := ht (ΦC /D), γ := ht (ΦD).

Moreover, we remark that we will be working with the twisted complexes K̃n ∈ Tw({G ,D}C ), L̃n ∈ Tw({G}C /D),
and M̃n ∈ Tw({D}D) in the rest of the proof.

Step 1: We will relate the complexity δt (G ,D ;Φn
C

(G)) to α.

Let ε be a fixed positive real number. Then, by Proposition 2.13, there is a natural number N1 such that
for all n ≥ N1, the following holds: ∣∣∣∣ 1

n
logδt (G ,D ;Φn

C (G))−α
∣∣∣∣< ε.

Thus, for any n ≥ N1, the following holds:

en(α−ε) < δt (G ,D ;Φn
C (G)) < en(α+ε).(3.8)

The second step is to choose twisted complexes L̃n ∈ Tw({G}C /D) and M̃n ∈ Tw({D}D), whose lengths
are related to β and γ respectively. For the choices, we consider three different cases, the first case is
β>−∞,γ>−∞, the second case is β=−∞,γ=−∞, and the third case is that one of {β,γ} is −∞ and the
other is not. We will consider the first case in steps 2 – 4, the second case in step 5, and the third case in
step 6.

Step 2: As mentioned above, we assume that β>−∞,γ>−∞. Then, for the fixed ε> 0 in step 1, there
is a natural number N2 (resp. N3) such that∣∣∣∣ 1

n
logδt (G ;Φn

C /D(G))−β
∣∣∣∣< ε, for all n ≥ N2,∣∣∣∣ 1

n
logδt (D ;Φn

D(D))−γ
∣∣∣∣< ε, for all n ≥ N3.

Moreover, for any n ≥ N2 (resp. n ≥ N3), there is a twisted complex L̃n ∈ Tw({G}C /D) (resp. M̃n ∈
Tw({D}D)) such that

• L̃n is a twisted complex for Φn
C /D(G)⊕Bn for some Bn ∈ C /D (resp. M̃n is a twisted complex for

Φn
D

(D)⊕Cn for some Cn ∈D),
• the following hold:

lent L̃n < en(β+ε),(3.9)

lent M̃n < en(γ+ε).(3.10)

Step 3: We fix a sufficiently large integer N such that

N ≥ max{N1, N2, N3}.

Then, we will construct a sequence of twisted complexes K̃i ∈ Tw({G ,D}C ) (which will be compared to
δt (G ,D ;Φ2i N

C
(G)) as described right above of Lemma 3.11) so that

(i) K̃i is a twisted complex for Φ2i N
C

(G)⊕ Ai for some Ai ∈C ,
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(ii) the following equalities hold:

lent ,G K̃i = (lent L̃N )2i
,(3.11)

lent K̃i+1 = lent ,G K̃i · lent K̃i + lent ,D K̃i · lent M̃2i N .(3.12)

We will choose K̃i inductively.

For the base case i = 0, observe that

L̃N 'ΦN
C /D(G)⊕BN 'ΦN

C /D(l (G))⊕BN ' l (ΦN
C (G))⊕BN .

Then, by Lemma 3.8, there exists a twisted complex K̃0 ∈ Tw({G ,D}C ) such that

• K̃0 is a twisted complex for ΦN
C

(G)⊕ A0 for some A0 ∈C ,
• lent ,G K̃0 = lent L̃N .

We note that the last item is (3.11) for i = 0.

In order to choose K̃i for all i ∈ N inductively, let us assume that there is K̃i ∈ Tw({G ,D}C ) satisfying

(i)–(ii) above. One can apply Φ2i N
C

to the twisted complex K̃i to obtain a twisted complex

K̃ ′
i+1 ∈ Tw({Φ2i N

C (G),Φ2i N
C (D)}C )

such that

• K̃ ′
i+1 is a twisted complex for Φ2i N

C
(Φ2i N

C
(G)⊕ Ai ) =Φ2i+1N

C
(G)⊕Φ2i N

C
(Ai ),

• len
t ,Φ2i N

C
(G)

K̃ ′
i+1 (resp. len

t ,Φ2i N
C

(D)
K̃ ′

i+1) is equal to lent ,G K̃i (resp. lent ,D K̃i ).

We would like to construct a twisted complex K̃i+1 ∈ Tw({G ,D}C ) by modifying K̃ ′
i+1 as follows: The

components of K̃ ′
i+1 are shifts of Φ2i N

C
(G) and Φ2i N

C
(D). We replace each Φ2i N

C
(D) in the components of

K̃ ′
i+1 with

Φ2i N
C (D)⊕C2i N =Φ2i N

D (D)⊕C2i N

then replace it with the equivalent twisted complex M̃2i N ∈ Tw({D}D) ⊂ Tw({G ,D}C ). Similarly, we replace

each Φ2i N
C

(G) in the components of K̃ ′
i+1 with

Φ2i N
C (G)⊕Φ2i N

C (D)⊕ Ai =Φ2i N
C (G)⊕ Ai

then replace it with the equivalent twisted complex K̃i ∈ Tw({G ,D}C ).

Since the replacements can be understood as taking direct sums with C2i N ’s andΦ2i N
C

(D)⊕ Ai ’s, we get

a twisted complex K̃i+1 ∈ Tw({G ,D}C ) forΦ2i+1N
C

(G)⊕Ai+1 for some Ai+1 ∈C after the replacements. Also,
the following hold:

lent ,G K̃i+1 = len
t ,Φ2i N

C
(G)

K̃ ′
i+1 · lent ,G K̃i = lent ,G K̃i · lent ,G K̃i = (lent L̃N )2i · (lent L̃N )2i = (lent L̃N )2i+1

,

and

lent K̃i+1 = len
t ,Φ2i N

C
(G)

K̃ ′
i+1 · lent K̃i + len

t ,Φ2i N
C

(D)
K̃ ′

i+1 · lent M̃2i N = lent ,G K̃i · lent K̃i + lent ,D K̃i · lent M̃2i N .

Hence, (i)–(ii) holds for K̃i+1. This concludes the construction of the sequence of twisted complexes K̃i ∈
Tw({G ,D}C ).

Step 4: We will prove Theorem 3.10 for the first case, i.e., the case of β>−∞,γ>−∞. If we assume that
β≥ γ, then we would like to prove that

ht (ΦC ) =α≤β= max{ht (ΦC /D) =β,ht (ΦD) = γ}.

Based on this, we will find a contradiction under the assumptions that β≥ γ andα>β using Lemma 3.11.
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Consider the sequences

ai := δt (G ,D ;Φ2i N
C (G)), a′

i := lent K̃i .

Obviously, we have ai ≤ a′
i for all i by the definition of the complexity. In order to study the sequence

ai+1/ai

a′
i+1/a′

i

,

we note that
e2i N (α−ε) < ai < e2i N (α+ε), e2i+1N (α−ε) < ai+1 < e2i+1N (α+ε),

from (3.8). This induces that

e2i N (α−3ε) < ai+1

ai
< e2i N (α+3ε).(3.13)

We also note that for any i ,

a′
i+1

a′
i

= lent ,G K̃i +
lent ,D K̃i · lent M̃2i N

lent K̃i

≤ lent (L̃N )2i + lent M̃2i N

< e2i N (β+ε) +e2i N (γ+ε)

= (1+e2i N (γ−β))e2i N (β+ε)

≤ 2e2i N (β+ε),

(3.14)

from (3.9)–(3.12) and the assumption that β≥ γ.

Since we assume that α > β, by choosing a sufficiently small ε > 0 and a sufficiently large N , one can
have

N (α−β−4ε) > 1.

Then, (3.13) and (3.14) show that

ai+1/ai

a′
i+1/a′

i

> 1

2
e2i N (α−3ε)−2i N (β+ε) = 1

2
e2i N (α−β−4ε)

for all i . This implies

lim
i→∞

ai+1/ai

a′
i+1/a′

i

=∞

which contradicts with Lemma 3.11. Thus, α≤β if β≥ γ.

If we assume that γ > β instead of β ≥ γ, then we should show that α ≤ γ. Under the assumption that
α> γ, the same arguments give a contradiction again.

To sum up, steps 2–4 prove Theorem 3.10 for the first case, i.e., β>−∞ and γ>−∞.

Step 5: Here, we will consider the second case where

β= γ=−∞.

We will show that α = −∞ by contradiction. Since β = ht (ΦC /D) = −∞, for any R ∈ R, there is a N2 ∈ N
such that for all n ≥ N2,

1

n
logδt (G ;Φn

C /D(G)) < R.

Furthermore, there is a twisted complex L̃n ∈ Tw({G}C /D) such that for any ε> 0,

lent L̃n < en(R+ε).(3.9′)
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Similarly, there is N3 ∈N such that for all n ≥ N3, there exists a twisted complex M̃n ∈ Tw({D}D) so that for
any ε> 0,

lent M̃n < en(R+ε).(3.10′)

We can choose R <α. Then, by repeating the arguments in steps 2–4 with slight modifications, one can
prove Theorem 3.10 for the second case. The modifications are using (3.9′) and (3.10′), instead of (3.9)
and (3.10), and are replacing both of β and γ with R.

Step 6: Here, we will consider the third case, i.e., only one of {β,γ} is −∞. For convenience, let us
assume that β=−∞< γ. Then, the arguments in steps 2–4 will work after slight modification, as we did
in step 5. The slight modifications are using (3.9′) instead of (3.9), and replacing βwith a sufficiently small
R.

When β>−∞= γ, the same logic works. �

We end this subsection by pointing out that under some assumptions, the categorical entropies of ΦC

and ΦC /D agree with each other:

Corollary 3.12. Let C be a pretriangulated A∞ (or dg) category and D be its full pretriangulated A∞ (or
dg) subcategory. Let ΦC : C → C be an A∞ (or dg) functor satisfying ΦC (D) ⊂ D, and let ΦD : D → D

and ΦC /D : C /D → C /D be the induced functors as in Definition 3.5. If ΦC /D is a quasi-equivalence and
h0(ΦD) = 0, then

h0(ΦC /D) = h0(ΦC ).

Remark 3.13. Not every triangulated category has an A∞/dg enhancement. However, all the results from
Section 2 (except Proposition 2.14(2)) until here hold for triangulated categories and exact functors between
them. When C and D are triangulated categories, C /D denotes the Verdier quotient. The proofs can be
modified by replacing twisted complexes by iterated cones as in Remark 2.4(2).

3.3. Categorical entropy via admissible subcategories. In this subsection, let C be a pretriangulated A∞
(or dg) category, and D be its full pretriangulated A∞ (or dg) subcategory. In order to make an inequality
in Theorem 3.10 an equality, we will assume that D is admissible. See Definition 3.14 for the definition
of admissible subcategory. Our motivation of the assumption will be given in the next subsection. Note
that the results in this subsection also hold for triangulated categories and exact functors between them,
as pointed out in Remark 3.13.

Definition 3.14.

(1) The right (resp. left) orthogonal complement D⊥ (resp. ⊥D) of D is the full pretriangulated A∞ (or
dg) subcategory of C , consisting of objects K ∈C such that

Hom∗(L,K ) = 0,∀L ∈D (resp. Hom∗(K ,L) = 0,∀L ∈D).

(2) A full pretriangulated A∞ (or dg) subcategory D of a pretriangulated A∞ (or dg) category C is said
to be right-admissible (resp. left-admissible) if for any L ∈C , there is a distinguished triangle

L′ → L → L′′ → L′[1]

for some L′ ∈D and L′′ ∈D⊥ (resp. for some L′ ∈⊥ D and L′′ ∈D) and such a triangle is unique up to
unique isomorphism.

It is an easy consequence of Definition 3.14 that, for any right-admissible (resp. left-admissible) sub-
category D of C , its right (resp. left) orthogonal complement D⊥ (resp. ⊥D) is left-admissible (resp. right-
admissible) and the left (resp. right) orthogonal complement ⊥(D⊥) (resp. (⊥D)⊥) of D⊥ (resp. ⊥D) is D.



CATEGORICAL ENTROPIES ON SYMPLECTIC MANIFOLDS 19

Let us consider the composition of the inclusion D⊥ ,→C (resp. ⊥D ,→C ) and the localization functor
l : C →C /D, which we will denote by lD⊥ (resp. l⊥D). It was remarked in [Dri04] that a subcategory D of C

is right-admissible (resp. left-admissible) if and only if D is split-closed and the functor lD⊥ : D⊥ → C /D
(resp. l⊥D :⊥ D →C /D) is an equivalence.

Now assume that an A∞/dg subcategory D of an A∞/dg category C is right-admissible and hence that
D⊥ is a left-admissible subcategory of C . Then the above observations imply that the functor

lD : D =⊥ (D⊥) →C /(D⊥)

is an equivalence. Let us denote by

p : C →D (resp. q : C →D⊥)

the right (resp. left) adjoint of the inclusion

i : D →C (resp. j : D⊥ →C )

whose existence can be proven using the definition of admissibility. We note that

p(L) ' L′ (resp. q(L) ' L′′[−1]),

where L,L′,L′′ are the same as in Definition 3.14.

Furthermore assume that ΦC : C → C is an A∞/dg functor. Then we define its induced functor ΦD⊥ :
D⊥ →D⊥ by

ΦD⊥ = q ◦ΦC ◦ j .

Analogously, for a left-admissible A∞/dg subcategory D of C , one can define the induced functor Φ⊥D :⊥
D →⊥ D.

Then we are ready to prove the following corollary of Theorem 3.10.

Corollary 3.15. Let D be a right-admissible (resp. left-admissible) A∞ (or dg) subcategory of C . Let ΦC :
C →C be an A∞ (or dg) functor satisfying ΦC (D) ⊂D. Then, for any t ∈R, we have

(3.15) ht (ΦC ) = max{ht (ΦD),ht (ΦD⊥)} (resp. ht (ΦC ) = max{ht (ΦD),ht (Φ⊥D)}).

Proof. Let us consider the case that D is right-admissible only since the proof for the other case is similar.

First we show that, for any t ∈R,

(3.16) ht (ΦC ) ≥ ht (ΦD).

For that purpose, take a split-generator D for D and a split-generator E for D⊥. Then C := D ⊕E is a
split-generator for C .

It is easy to see that for any positive integer m, we have

(3.17) δt
(
C ;Φm

C (C )
)≥ δt

(
p(C ); (p ◦Φm

C )(C )
)

.

But, for the right hand side of (3.17), we have

p(C ) ' D,

and

(p ◦Φm
C )(C ) = p

(
(Φm

D )(D)⊕ (Φm
C (E)

)
=Φm

D (D)⊕ (p ◦Φm
C )(E).

Hence, we have, for any t ∈R,

δt
(
p(C ); (p ◦Φm

C )(C )
)= δt

(
D ;Φm

D (D)⊕ (p ◦Φm
C )(E)

)
≥ δt

(
D ;Φm

D (D)
)

.
(3.18)
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The inequalities (3.17) and (3.18) prove the assertion (3.16).

On the other hand, we have

l (L) ' l
(
Cone(L′′[−1] → L′)

)' l (L′′[−1]),

(l ◦ j ◦q)(L) ' l (L′′[−1]),

where L,L′ and L′′ are the same as in Definition 3.14. Thus, (l ◦ j ◦q)(L) ' l (L).

Now we show that

(3.19) ht (ΦD⊥) = ht (ΦC /D),∀t ∈R.

For a proof, observe that the following diagram commutes.

D⊥ lD⊥ //

ΦD⊥
��

C /D

ΦC /D

��
D⊥

lD⊥
// C /D.

Indeed, we have, for any K ∈D⊥,

(ΦC /D ◦ lD⊥)(K ) = (ΦC /D ◦ l ◦ j )(K )

' (l ◦ΦC ◦ j )(K )

' (l ◦ j ◦q ◦ΦC ◦ j )(K )

= (l ◦ j ◦ΦD⊥)(K )

= (lD⊥ ◦ΦD⊥)(K ).

Here we used (3.3) for the third equality.

Hence, two functors ΦD⊥ : D⊥ → D⊥ and ΦC /D : C /D → C /D are identified on object level via the
equivalence

lD⊥ : D⊥ →C /D.

Since the categorical entropy depends on how a functor acts on a generator iteratively, this proves the
assertion.

Now, Theorem 3.10 and (3.19) say that, for any t ∈R, we have

(3.20) ht (ΦD⊥) ≤ ht (ΦC ) ≤ max{ht (ΦD),ht (ΦD⊥)}.

The desired equality (3.15) follows from (3.16) and (3.20). �

Remark 3.16. Corollary 3.15 is also proved in a recent work [Kim22, Proposition 2.8]. We note that Theorem
3.10 can be applied to any full subcategory, but Corollary 3.15 cannot.

3.4. Motivation: Comparison with properties of the topological entropy. Before moving on to the sym-
plectic topology side of this paper, we compare the properties of categorical entropy, described in Section
3, to those of the topological entropy. In particular, we are interested in the the following properties For
more details, we refer the reader to [Gro87, Section 1.6].

(i) Take two continuous self mappings of compact space, say fi : Xi → Xi for i = 1,2, and let F : X1 →
X2 be a continuous mapping such that F ◦ f1 = f2 ◦F . If F is onto, then

the topological entropy of f1 ≥ the topological entropy of f2.
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(ii) Let f : X → X be a continuous self mapping, and let us assume that there are two subsets X1 and
X2 of X such that

X1 ∪X2 = X , f (Xi ) ⊂ Xi .

It is known that

the topological entropy of f = max
i=1,2

{the topological entropy of f |Xi }.

(iii) Let f : X → X be a continuous self mapping, and let us assume that there is a subset Y ⊂ X such
that the restriction of f onto Y is a self mapping on Y . Then,

the topological entropy of f ≥ the topological entropy of f |Y .

One can easily observe that Proposition 3.9, or the first inequality of Theorem 3.10, is the counterpart
of (i) for the categorical entropy. The localisation functor plays the role of F in (i).

Similarly, the second inequality of Theorem 3.10 is a counterpart of (ii) for the categorical entropy, but
that is not a full counterpart of (ii). More precisely, we have an inequality in Theorem 3.10, but there is an
equality in (ii). Moreover, there is no counterpart of (iii) in Section 3.2.

We roughly explain the reason why we could not have counterparts of (ii) and (iii) in Section 3.2. First,
we note that, for measuring the topological entropy of f in (iii), one needs to fix a metric g on X . One also
use the metric g |Y that is the restriction of g onto Y , in order to measure the topological entropy of f |Y .
Since one uses the same metric, (iii) holds obviously. See [Gro87, Section 1.6] for more details.

Remark 3.17. To be more precise, we note that the notion of entropy measured by using a metric is the
geometric entropy, not topological entropy. However, it is well-known that the geometric and topological
entropy coincide if the domain space is compact.

However, for measuring the categorical entropy, one should choose a split-generator G for an A∞/dg
category C , and a split-generator D for a full A∞/dg subcategory D of C . Since the relation between D
and G is arbitrary, it seems that proving the counterpart of (iii) is not an easy task.

Similarly, in order to turn Theorem 3.10 to

ht (ΦC ) = max{ht (ΦC /D),ht (ΦD)},(3.21)

i.e., the counterpart of (ii), we need to prove

ht (ΦD) ≤ ht (ΦC ).

This is the counterpart of (iii). Thus, we could not have the counterpart of (ii) by the same reason.

From the above argument, we can expect that if there is a nice relation between D and G , it maybe
possible to achieve Equation (3.21). Based on it, we assumed that D is admissible in Corollary 3.15, and
we proved the equality.

Remark 3.18. The property (iii) of topological entropy can be induced from (ii) by setting X1 = Y and
X2 = X . We write (ii) and (iii) separately in order to emphasize the difference between topological and
categorical entropies.

3.5. Application: Categorical entropy on wrapped and partially wrapped Fukaya categories. We dis-
cuss one direct application of the previous results on Fukaya categories.

Let W be a Weinstein manifold of finite type and Λ be a Legendrian stop in its ideal boundary ∂∞W .
Write W (W ) for the pretriangulated closure of its wrapped Fukaya category of W , which is an A∞-category
generated by the Lagrangian cocores G1, . . . ,Gm . Also, we denote W (W,Λ) as the pretriangulated closure
of the partially wrapped Fukaya category of (W,Λ). We assume 2c1(W ) = 0 so that relevant categories are
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Z-graded with respect to the choice of a complex volume form. If 2c1(W ) 6= 0, the categories will be Z/2-
graded, in which case, we can only talk about the categorical entropy when t = 0. See Section 4.1.1 for a
brief introduction on wrapped Fukaya categories of Weinstein manifolds. Define

G :=G1 ⊕ . . .⊕Gm .

Let D1, . . . ,Dr be linking disks corresponding to Λ, and let D be the full pretriangulated A∞-subcategory
of W (W,Λ) generated by D1, . . . ,Dr . Define

D := D1 ⊕ . . .⊕Dr and G :=G ⊕D.

By [GPS20], we can write
W (W ) 'W (W,Λ)/D.

Then there is the localisation functor
l : W (W,Λ) →W (W ).

Note that G split-generates W (W,Λ), G split-generates W (W ), and D split-generates D.

Let φ : W → W be a compactly supported exact symplectic automorphism, suitably graded so that it
acts as an identity on Di ’s. See Subsection 4.1.3 for a detailed discussion. Then there are induced functors

ΦW (W,Λ) : W (W,Λ) →W (W,Λ), and ΦW (W ) : W (W ) →W (W ),

satisfying
ΦW (W ) ◦ l ' l ◦ΦW (W,Λ).

Proposition 3.19. Let φ : W → W be a compactly supported exact symplectic automorphism. Then, the
induced functor ΦD : D →D satisfies

ht (ΦD) ≤ 0.

Proof. Since φ(Di ) = Di for any i , ΦD is the identity functor. The result follows. �

Theorem 3.20. Let φ : W → W be a compactly supported exact symplectic automorphism, and Λ ⊂ ∂∞W
is a stop.

(1) If we have ht (ΦW (W )) ≥ 0 for a given t ∈R, then

ht (ΦW (W )) = ht (ΦW (W,Λ)).

(2) If, moreover, we have h−t (Φ−1
W (W )) ≥ 0, then

ht (ΦW (W )) = ht (ΦW (W,Λ)) = h−t (Φ−1
W (W,Λ)) = h−t (Φ−1

W (W )).

(3) In particular, the above assumptions hold for t = 0 and we have

h0(ΦW (W )) = h0(ΦW (W,Λ)) = h0(Φ−1
W (W,Λ)) = h0(Φ−1

W (W )).

Proof. The first item (1) is a direct corollary of Theorem 3.10. To be more precise, let C := W (W,Λ), and
let D be the category defined as above. Then, Proposition 3.19 and Theorem 3.10 complete the proof of
(1).

If ht (ΦW (W )) ≥ 0 and if h−t (Φ−1
W (W )) ≥ 0, we have ht (ΦW (W )) = ht (ΦW (W,Λ)) and h−t (Φ−1

W (W,Λ)) = h−t (Φ−1
W (W ))

because of (1). Thus, in order to prove (2), it is enough to prove ht (ΦW (W )) = h−t (Φ−1
W (W )).

For that, we fix a Lefschetz fibration π : W → C. We note that the existence of π is proven in [GP17].
And, we set Λ0 :=π−1(−∞). Then, as mentioned in [GPS18b], W (W,Λ0) is a smooth and proper category.
Thus, we have

ht (ΦW (W )) = ht (ΦW (W,Λ0)) = h−t (Φ−1
W (W,Λ0)) = h−t (Φ−1

W (W )),

by Proposition 2.14.

Assumptions of (1) and (2) holds for t = 0 because ΦW (W ) is a quasi-equivalence. Hence, (3) holds. �
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4. ENTROPIES OF EXACT SYMPLECTIC AUTOMORPHISMS

The main goal of Section 4 is to prove Theorem 1.3, or equivalently, Theorem 4.13 and Theorem 4.14.
Section 4.1 briefly reviews preliminaries. Also, we fix our Weinstein manifolds in Section 4.1, which are
plumbing spaces of T ∗Sn . In Section 4.2, we prove Theorem 4.13, i.e., the categorical entropy of any com-
pactly supported symplectic automorphism can be computed in terms of Lagrangian Floer (co)homology.
And this leads us to the proof of Theorem 4.14, studying relationships between categorical entropies on
the compact and wrapped Fukaya categories, in Section 4.3.

4.1. Setup.

4.1.1. Preliminaries on compact and wrapped Fukaya categories. We briefly introduce the notion of com-
pact Fukaya category and wrapped Fukaya category of a Weinstein manifold. See [Sei08b, GPS20] for
more details. Let (W,dλ) be a Weinstein manifold of finite type such that 2c1(W ) = 0. Let us fix a qua-
dratic complex volume form η2 on W . Then the Lagrangian Grassmannian bundle Gr(T W ) →W , whose
fiber at p ∈W is the Lagrangian Grassmannian Gr(TpW ), admits a squared phase map α : Gr(T W ) → S1.

Every Lagrangian submanifold L of W has a natural section βL : L → Gr(T W ) mapping p ∈ L to Tp L ∈
Gr(T W ). We say that a pair (L, γ̃L)(or L itself) is a graded Lagrangian if L is a Lagrangian and γ̃L : L →R is
a lifting of γL :=α◦βL : L → S1 =R/Z.

To deal with pin structures, we fix b ∈ H 2(W,Z/2) called a background class. We say that L is relatively
pin with respect to b if the second Stiefel-Whitney class w2(L) coincides with b|L . We will specify a partic-
ular choice of b whenever it is neccessary.

Definition 4.1.

(1) Let W (W ) be the wrapped Fukaya category of W whose objects are exact Lagrangian submanifolds
L of W with a grading and a relatively pin structure such that L is tangent to the Liouville vector
field outside a compact subset of W , Let us call such a Lagrangian submanifold L admissible.

(2) Let F (W ) be the full subcategory of W (W ) consisting of closed Lagrangians.

By abuse of notation, let us denote TwW (W ) and TwF (W ) by W (W ) and F (W ), respectively.

4.1.2. Plumbing spaces Pn(T ). Now, we will fix Weinstein manifolds that we will work with in the later
parts of the paper.

Let T be a tree and let V (T ) denote the set of vertices of T . First, we introduce the following:

Definition 4.2. For a tree T , let Pn(T ) denote the Weinstein manifold obtained by plumbing multiple copies
of T ∗Sn along a tree T . See, e.g., [EL17b] for a more detailed definition.

One can set the following notation:

Definition 4.3.

(1) By definition, for any vertex v ∈V (T ), there is a Lagrangian sphere corresponding to v. Let Sv denote
the Lagrangian sphere corresponding to v.

(2) Let Lv denote a Lagrangian cocore of Sv . In particular, Lv is a Lagrangian disk such that

|Lv ∩Sw | =
{

1, if v = w,

0, otherwise.

Remark 4.4.
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(i) To be more precise, the choice of "Lagrangian cocore" in Definition 4.3 is not unique. In fact, when
W is a Weinstein manifold, for any smooth point p of a Lagrangian skeleton of W , there is a La-
grangian disk which transversally intersects the Lagrangian skeleton at p. This is because, after a
proper modification of the Liouville structure, the new Liouville structure near the smooth point p
is exactly the same as the standard Liouville structure of a cotangent bundle. We note that the zero
section of the cotangent bundle is a small neighborhood of p in the Lagrangian skeleton. For more
details, we refer the reader to [CRGG17, Section 9.1]. Also, see [GPS18a, Sections 1.1 and 7.1].

(ii) Also, for a tree T , Pn(T ) admits a Weinstein structure whose Lagrangian skeleton is the union of the
zero sections, i.e.,

∪v∈V (T )Sv .

Thus, based on (i), for any point p ∈ Sv except the plumbing points, there is a Lagrangian cocore Lp .
Moreover, if p1, p2 ∈ Sv , then it is easy to check that Lp1 and Lp2 are Hamiltonian isotopic. Thus, the
Lagrangian cocore Lv in Definition 4.3 is well defined up to Hamiltonian isotopy.

For a given tree T , since c1(Pn(T )) = 0 (see [EL17b] for n = 2), Pn(T ) has quadratic complex volume
forms. Furthermore, if n ≥ 2, then since H 1(Pn(T ),Z) = 0, any two quadratic complex volume forms
define equivalent gradings on Fukaya categories. If n ≥ 3, then H 2(Pn(T ),Z/2) = 0 and the background
class b is zero. From now on, we will work with n ≥ 3. Then, for every v ∈ V (T ), both Sv and Lv have a
unique pin structure and they are gradable. Their gradings will be explained in Lemma 4.5.

As mentioned before, it was shown in [EL17a] that W (Pn(T )) and F (Pn(T )) are Koszul dual to each
other for n ≥ 3. Moreover, [AS12, Section 4.2] shows the following lemma.

Lemma 4.5. If two vertices v, w ∈ V (T ) are connected by an edge in T , we write v ∼ w. Then, there are
gradings for Sv and Lv for all v ∈V (T ) and Floer data for W (Pn(T )) so that the following hold:

(1) For each v ∈V (T ),

hom∗(Lv ,Sv ) =
{

k〈pv 〉 ' k if ∗= 0,

0 otherwise,

or equivalently,

hom∗(Sv ,Lv ) =
{

k〈pv 〉 ' k if ∗= n,

0 otherwise,

where {pv } = Sv ∩Lv and pv denotes the same intersection point regarded as a morphism from Lv

to Sv .
(2) For any v, w ∈V (T ) such that v 6= w,

hom∗(Sv ,Lw ) = hom∗(Lv ,Sw ) = 0.

(3) For any v ∈V (T ),

hom∗(Sv ,Sv ) =
{

k if ∗= 0,n,

0 otherwise.

(4) For any v, w ∈V (T ) such that v ∼ w, there exists an integer sv w ∈ {1, . . . ,n −1} such that

hom∗(Sv ,Sw ) =
{

k ∗= sv w ,

0 otherwise,

and
sv w + sw v = n.

(5) For any v, w ∈V (T ) such that v 6= w, v � w,

hom∗(Sv ,Sw ) = 0.

(6) For any v, w ∈V (T ), Hom∗(Sv ,Sw ) is non-negatively graded and dimHom0(Sv ,Sv ) = 1.
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(7) For any v, w ∈V (T ), Hom∗(Lv ,Lw ) is non-positively graded and dimHom0(Lv ,Lv ) = 1.

In the rest of our paper, our morphism spaces of the wrapped Fukaya categories of plumbing spaces
will be as in Lemma 4.5.

Remark 4.6. We recall the reason why we care those specific spaces given in Section 4.1. If W is a plumbing
space of T ∗Sn with n ≥ 3 along a tree, then there are many known facts about relations between the wrapped
and compact Fukaya category of W , for example, the “Koszul duality” mentioned in [EL17a]. Thus, the
plumbing spaces can be good starting points to study the connection between entropies on different Fukaya
categories of the same Weinstein manifold.

4.1.3. Symplectic automorphism. In this subsection, we discuss auto-equivalences on the compact and
wrapped Fukaya categories induced by a symplectic automorphism.

Let (W,dλ) be a Weinstein manifold of finite type such that 2c1(W ) = 0. Let a quadratic complex vol-
ume form η2 on W , and let b ∈ H 2(W,Z/2) be given so that the wrapped Fukaya category W (W ) and the
compact Fukaya category F (W ) make sense.

For an exact symplectic automorphism φ on W to induce autoequivalences on W (W ) and F (W ), φ is
required to satisfy the following three conditions:

(1) φ∗λ−λ= dh for some compactly supported function h : W →R.
(2) φ∗η2 = f η2 for some non-vanishing complex-valued function f : W → C∗ which admits a lifting

f̃ = ( f̃1, f̃2) : W →R×Rwhere R×R→C∗, (s, t ) 7→ e2π(s+i t ) is regarded as a universal covering of C∗.
(3) φ∗b = b.

In particular, we use the following terminology used in [Sei08a] for exact symplectic automoprhisms
satisfying the condition (1) above.

Definition 4.7. A Liouville automorphism of (W,dλ) is an exact symplectic automorphism φ on (W,dλ)
satisfying the first condition (1) above.

Note that any compactly supported exact symplectic automorphism of W is a Liouville automorphism
of W .

Now let L be a Lagrangian submanifold of W tangent to the Liouville vector field outside a compact
subset of W . This is equivalent to saying that λ|L vanishes outside the compact subset. Therefore, the
first condition (1) means that φ(L) is tangent to the Liouville vector field outside a compact subset of W
as well.

The second condition (2) implies that φ defines a graded automorphism (φ,γ#) in the sense of [Sei08b,
Chapter (12i)]. Indeed, γ# : Gr(T W ) →R can be given by f̃2 ◦P where P : Gr(T W ) →W is the projection.
This allows us to send a graded Lagrangian (L, γ̃L) to another graded Lagrangian (φ(L), γ̃L ◦φ−1 +γ# ◦βL ◦
φ−1).

Furthermore, the third condition (3) ensures that for a Lagrangian L relatively pin with respect to b,
φ(L) is again relatively pin with respect to b since b|φ(L) = (φ−1)∗b|φ(L) = (φ−1)∗(b|L) = (φ−1)∗w2(L) =
w2(φ(L)). Furthermore, the pull-back (φ−1)∗ sends a relative pin structure on L to one on φ(L).

In summary, if the conditions (1), (2) and (3) are satisfied, thenφ induces well-defined auto-equivalences
on both W (W ) and F (W ) by sending an admissible Lagrangian L to another admissible Lagrangian φ(L)
with a grading and a relative pin structure described above. Passing these to the pretriangulated closure,
we define the following notations.

Definition 4.8. Let ΦF (W ) and ΦW (W ) be the auto-equivalence induced by φ on F (W ) and W (W ), respec-
tively.
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Throughout the paper, for any Weinstein domain having exactly one boundary component(, which
holds when its dimension is greater than or equal to 4), and any compactly supported Liouville automor-
phism φ on its completion W , we will choose a graded automorphism (φ,γ#) in a specific way once the
second condition (2) is satisfied. Indeed, we consider the graded automorphism (φ,γ#) such that γ# = 0
on P −1(W \ Supp(φ)) ⊂ Gr(T W ), which makes sense since Supp(φ) is assumed to be compact and φ is
the identity on the complement W \ Supp(φ).

Note that the second condition (2) holds for any φ if H 1(W,Z) = 0 and the third condition (3) holds
for any φ if b is chosen to be zero. In particular, in the case of plumbings, observe that Pn(T ) satisfies
H 1(Pn(T ),Z) = 0 for any n ≥ 2 and any tree T . Furthermore, since H 2(Pn(T ),Z/2) = 0 for any n ≥ 3 and
any tree T as mentioned above, the background class b is necessarily 0 for the case n ≥ 3. Therefore, any
Liouviille automorphism of Pn(T ) defines equivalences on Fukaya categories of Pn(T ).

4.2. Entropies of Liouville automorphisms. Let n ≥ 3. We note that the generation results for both
F (Pn(T )) and W (Pn(T )) are well-known. For F (Pn(T )), see [AS12, Theorem 1.1]. More precisely, it was
shown that F (Pn(T )) is generated by the spheres {Sv |v ∈ V (T )}. Hence we can take S = ⊕

v∈V (T ) Sv as a
split-generator of F (Pn(T )). On the other hand, W (Pn(T )) is generated by the cocores {Lv |v ∈V (T )}, and
so we can take L =⊕

v∈V (T ) Lv as a split-generator of W (Pn(T )).

As seen above, the endomorphism algebra hom∗(S,S) = ⊕
v,w hom∗(Sv ,Sw ) is non-negatively graded

and furthermore hom0(Sv ,Sv ) = k〈eSv 〉 for a cohomological unit eSv , which we will call the identity mor-
phism of Sv . On the other hand, the endomorphism algebra Hom∗(L,L) = ⊕

v,w Hom∗(Lv ,Lw ) is known
to be non-positively graded for certain gradings of Lv , and Hom0(Lv ,Lv ) is generated by the strict unit.
By using a minimal model for hom∗(L,L) (See [Sei08b, Section (1i)]), we may assume that hom∗(Lv ,Lv ) is
also non-positively graded. This means that every morphism of hom0(Lv ,Lv ) is a cocycle and is a multi-
ple of a cohomological unit eLv ∈ hom0(Lv ,Lv ), which we will call the identity morphism of Lv . Note that
{Lv |v ∈V (T )} still generates W (Pn(T )) even after

⊕
v,w hom∗(Li ,L j ) is perturbed into a minimal model.

Before stating Theorem 4.10, observe that Definition 2.6, Equation (2.2), and Lemma 4.5 imply the
following:

Lemma 4.9.

(1) Let S ∈ Tw{Sv |v ∈V (T )}. For any v ∈V (T ) and t ∈R, the following equality holds:

lent ,Sv S = ∑
k∈Z

dimhomn+k (S ,Lv )ekt .

(2) Let L ∈ Tw{Lv |v ∈V (T )}. For any v ∈V (T ) and t ∈R, the following equality holds:

lent ,Lv L = ∑
k∈Z

dimhomn−k (Sv ,L )ekt .

Theorem 4.10.

(1) ([AS12, Lemma 2.9]) For any admissible closed Lagrangian E of Pn(T ), there is a twisted complex
E ∈ Tw{Sv |v ∈V (T )} for E, in which none of the arrows are multiples of the identity morphisms.

(2) For any admissible Lagrangian E of Pn(T ), there is a twisted complex E ∈ Tw{Lv |v ∈V (T )} for E, in
which none of the arrows are multiples of the identity morphisms.

Proof. Refer to [AS12, Lemma 2.9] for a proof of the first statement (1).

Let us now prove the second statement (2). As mentioned above, any Lagrangian E is quasi-isomorphic
to a twisted complex F ∈ Tw{Lv |v ∈ V (T )}. It suffices to show that any twisted complex F ∈ Tw{Lv |v ∈
V (T )} is quasi-isomorphic to a twisted complex E ∈ Tw{Lv |v ∈ V (T )}, in which none of the arrows are
nonzero multiples the identity morphisms.
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Let F = [
(Lvi [di ])k

i=1, ( fi j )
]

be given for some k ∈Z≥1, vi ∈V (T ), di ∈Z and fi j ∈ hom1(Lv j [d j ],Lvi [di ])
for i > j . Since hom∗(Lv j ,Lvi ) is non-positively graded, if fi j is nonzero then, we have

(4.1) di ≤ d j −1.

Hence we may assume that the components Lv1 [d1], . . . ,Lvk [dk ] of F are ordered in such a way that

(4.2) di ≤ d j ,∀1 ≤ j < i ≤ k.

We will show the assertion by an induction on the length k of F .

Consider the subset J of {1, . . . ,k} defined by

J = {1 ≤ j ≤ k| fi j is a nonzero multiple of the identity morphism for some i > j }.

If J is empty, then F is the desired twisted complex.

Now assume that J is non-empty. We will find another twisted complex for F whose length is strictly
less than that of F . For that purpose, let j0 = maxJ and consider the twisted complex F0 given by

F0 =
[

(Lvi [di ])k
i= j0

, ( fi j )
]

and the twisted complex F1 given by

F1 =
[

(Lvi [di ]) j0−1
i=1 , ( fi j )

]
so that we can express F , using the notation in Remark 2.4(1), as the twisted complex

F = [F1 →F0] .

Hence, it suffices to find a twisted complex E0 for F0 whose length is strictly less than that of F0 and
replace F0 by E0 in the above twisted complex.

For that purpose, let i0 > j0 be an integer such that fi0, j0 is a nonzero multiple of the identity morphism,
which means that di0 = d j0 − 1. But, due to (4.1), this means that there is no nonzero chain of arrows
connecting Lv j0

[d j0 ] to Lvi0
[di0 ] other than the above arrow fi0, j0 . Furthermore, the maximality of j0 in J

and (4.2) imply that there is no nonzero arrow from Lv j [d j ] to both Lv j0
[d j0 ] and Lvi0

[di0 ] for any j > j0.
Therefore, F0 can be written as

F0 = [E1 → E0]

where
E0 =

[
(Lvi [di ]) j0<i≤k,i0 6=i 6= j0 , ( fi j )

]
,

and

E1 =
[

Lv j0
[d j0 ]

fi0, j0−−−→ Lvi0
[di0 ]

]
.

But the twisted complex E1 is quasi-isomorphic to zero as fi0, j0 is a nonzero multiple of the identity
morphism. Hence F0 is quasi-isomorphic to E0, whose length is strictly less than that of F0 as desired.

This induction process eventually stops since the number of components of a twisted complex is finite.
�

Remark 4.11. The second statement (2) of Theorem 4.10 can be generalized to any cohomological unital
pretriangulated A∞ (or dg) category C generated by G1, . . . ,Gm satisfying

• Hom∗
C

(Gi ,G j ) is non-positively graded and
• dimHom0

C
(Gi ,Gi ) = 1 for all i = 1, . . . ,m

in the sense that, any object of C is quasi-isomorphic to a twisted complex built from G1, . . . ,Gm , in which
none of arrows are multiples of the identity morphisms. Here, by an identity morphism, we mean a strict
unit for Gi for some i = 1, . . . ,k after replacing

⊕k
i , j=1 homC (Gi ,G j ) with a minimal model.
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We remark that the twisted complex mentioned in Theorem 4.10, (1) is not only an object of F (Pn(T )),
but also an object of W (Pn(T )). In the statement/proof of Theorem 4.10, we consider the twisted com-
plexes as an object in W (Pn(T )) and the hom-spaces below are morphism spaces of W (Pn(T )).

For each m ∈ N, let Sm ∈ Tw{Sv |v ∈ V (T )} be a twisted-complex for φm(S) satisfying the property in
Theorem 4.10 (1), and let Lm ∈ Tw{Lv |v ∈ V (T )} be a twisted-complex for φm(L) satisfying the property
in Theorem 4.10 (2). Then we have the following:

Lemma 4.12. Letφ be a Liouville automorphism of Pn(T ). For any m ∈N and v ∈V (T ), the following hold:

(1) The cochain complex hom∗(Sm ,Lv ) has the zero differential map.
(2) The cochain complex hom∗(Sv ,Lm) has the zero differential map.

Proof. Since the proof for the second statement is similar to that of the first statement, we will prove the
first statement only.

The twisted complex Sm may be written as

Sm = [
(Svi [di ])a

i=1, ( fi j )
]

where ( fi j ∈ hom1(Sv j [d j ],Svi [di ]), i > j ) are the arrows in the twisted complex Sm .

Since the components of Sm that contribute to hom∗(Sm ,Lv ) are of the form Sv [d ], we collect all the
indices 1 ≤ i1 < ·· · < ilenSv Sm ≤ a such that vik = v . Then the morphism space hom∗(Sm ,Lv ) is given by

hom∗(Sm ,Lv ) = ⊕
1≤k≤lenSv Sm

hom∗(Sv [dik ],Lv ) ' ⊕
1≤k≤lenSv Sm

k[−dik −n]

as a graded vector space.

The differential from a summand hom∗(Sv [dik ],Lv ) ' k[−dik − n] to itself vanishes since it is one-
dimensional. Now suppose that the differential from a summand hom∗(Sv [dil ],Lv ) ' k[−dil −n] to hom∗(Sv [dik ],Lv ) '
k[−dik −n] does not vanish for some 1 ≤ k < l ≤ lenSv Sm . First of all, since the differential increases degree
by 1, it means that

(4.3) dik = dil +1.

On the other hand, it also implies that there is a sequence ik = j0 < j1 < ·· · < jp = il for some p ∈Z≥1 such
that the arrow f jq+1, jq ∈ hom1(Sv jq

[d jq ],Sv jq+1
[d jq+1 ]) is nonzero for all 0 ≤ q < p. But this means that

d jq+1 = d jq +deg f jq+1, jq −1 ≥ d jq .

for all 0 ≤ q < p. Indeed, deg f jq+1, jq ≥ 1 since f jq+1, jq is not a multiple of the identity morphism by our
assumption and any homogeneous element of hom∗(Sv ,Sw ) for v, w ∈V (T ) has a positive degree unless
it is a multiple of the identity morphism. As a result, we have dil ≥ dik , which contradicts to (4.3). �

Now we are ready to prove the following:

Theorem 4.13. Let φ be a Liouville automorphism of Pn(T ). For any t ∈R, the following hold:

ht
(
ΦF (Pn (T ))

)= lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
φm(S),L

)
ekt ,

ht
(
ΦW (Pn (T ))

)= lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,φm(L)

)
ekt .

Proof. Since the proof for the second equality is similar to that of the first equality, we will prove the first
one only.
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Recall that the categorical entropy ht (ΦF (Pn (T ))) measures the exponential growth rate of

(4.4) inf

{ ∑
v∈V (T )

lent ,Sv S̃m

∣∣∣∣ S̃m 'φm(S)⊕C for some S̃m ∈ Tw{Sv |v ∈V (T )},C ∈F (Pn(T ))

}
.

Let Sm be a twisted complex forφm(S) given right above of Lemma 4.12. Then, for any twisted complex
S̃m quasi-isomorphic to φm(S)⊕C for some C ∈F (Pn(T )), we have

lent ,Sv S̃m = ∑
k∈Z

dimhomn+k
(
S̃m ,Lv

)
ekt (∵ Lemma 4.9)

≥ ∑
k∈Z

dimHomn+k (
φm(S)⊕C ,Lv

)
ekt

≥ ∑
k∈Z

dimHomn+k (
φm(S),Lv

)
ekt

= ∑
k∈Z

dimhomn+k (Sm ,Lv )ekt (∵ Lemma 4.12)

= lent ,Sv Sm (∵ Lemma 4.9).

This means that Sm is a twisted complex quasi-isomorphic to φm(S) giving the infimum in (4.4).

Therefore, the categorical entropy ht (ΦF (Pn (T ))) is computed by the exponential growth rate of∑
v

lent ,Sv Sm =∑
v

∑
k∈Z

dimhomn+k (Sm ,Lv )ekt =∑
v

∑
k∈Z

dimHomn+k (
φm(S),Lv

)
ekt = ∑

k∈Z
Homn+k (

φm(S),L
)

ekt

as asserted. �

4.3. Equality between categorical entropies. Let n ≥ 3. We prove that, for any compactly supported
exact symplectic automorphismφ on Pn(T ), their induced functorsΦW (Pn (T )) andΦF (Pn (T )) have the same
categorical entropy under certain conditions.

Theorem 4.14. Let φ be a Liouville automorphism of Pn(T ). Then we have

(1) For any t ∈R, the following equality hold:

ht
(
ΦF (Pn (T ))

)= h−t

(
Φ−1

W (Pn (T ))

)
,ht

(
ΦW (Pn (T ))

)= h−t

(
Φ−1

F (Pn (T ))

)
(2) Ifφ is further compactly supported, then, for any t ∈R such that ht

(
ΦF (Pn (T ))

)≥ 0 and ht
(
ΦW (Pn (T ))

)≥
0, the following equality holds:

ht
(
ΦF (Pn (T ))

)= ht
(
ΦW (Pn (T ))

)
.

In particular, since both h0
(
ΦF (Pn (T ))

)≥ 0 and h0
(
ΦW (Pn (T ))

)≥ 0 always hold, the following equal-
ity holds:

h0
(
ΦF (Pn (T ))

)= h0
(
ΦW (Pn (T ))

)
.

Proof. Theorem 4.13 implies that, for any t ∈R,

ht
(
ΦF (Pn (T )

)= lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
φm(S),L

)
ekt

= lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
S,φ−m(L)

)
ekt

= lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,φ−m(L)

)
ek·(−t )

= h−t

(
Φ−1

W (Pn (T ))

)
.
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The other equality can be proved similarly. This completes the proof of the first statement.

Then the second statement follows from Theorem 3.20 and the first statement. �

More generally, Theorems 4.13 and 4.14 hold for any Weinstein manifold W and any Liouville auto-
morphism φ of W if W satisfies the conditions in the following theorem.

Theorem 4.15. Assume that a Weinstein manifold W has sets of Lagrangians {Si }1≤i≤k and {Li }1≤i≤k such
that

• {Si }1≤i≤k (resp. {Li }1≤i≤k ) generates the compact (resp. wrapped) Fukaya category of W ,
• the morphism space in the wrapped Fukaya category hom(Si ,L j ) is non-zero only if i = j and is

one-dimensional when i = j ,
• ⊕

i , j hom∗(Si ,S j ) is non-negatively graded,
• ⊕

i , j hom∗(Li ,L j ) is non-positively graded, and
• dimHom0(Si ,Si ) = 1 = dimHom0(Li ,Li ) for all 1 ≤ i ≤ k.

Let S :=⊕k
i=1 Si ,L :=⊕k

i=1 Li . If φ is a Liouville automorphism of W , then the following holds:

(1) For any t ∈R,

ht
(
ΦF (W )

)= lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
φm(S),L

)
ekt ,

ht
(
ΦW (W )

)= lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,φm(L)

)
ekt .

(2) For any t ∈R,

ht
(
ΦF (W )

)= h−t

(
Φ−1

W (W )

)
,ht

(
ΦW (W )

)= h−t

(
Φ−1

F (W )

)
(3) Ifφ is further compactly supported, then, for any t ∈R such that ht

(
ΦF (W )

)≥ 0 and ht
(
ΦW (W )

)≥ 0,

ht
(
ΦF (W )

)= ht
(
ΦW (W )

)
.

In particular, if t = 0, the condition always holds. Thus,

h0
(
ΦF (W )

)= h0
(
ΦW (W )

)
.

Proof. In the proofs of Theorems 4.13 and 4.14, we only used the properties of F (Pn(T )) and W (Pn(T ))
which are assumed in Theorem 4.15. Thus, the proofs also work for a Weinstein manifold W satisfying
the assumptions. �

Remark 4.16. The first statement (1) of Theorem 4.15 holds not just for autoequivalences induced by a
Liouville automorphism of W , but also for any endo-functor ΦF on F (W ) in the sense that, for any t ∈R,

ht (ΦF ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
Φm

F (S),L
)

ekt ,

Similarly, for any endo-functor ΦW on W (W ) and for any t ∈R, we also have

ht (ΦW ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,Φm

W (L)
)

ekt .
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5. ENTROPIES OF SYMPLECTIC AUTOMORPHISMS OF PENNER TYPE

In this section, we focus on the functor of specific type and the computation of its categorical entropy.
In fact, we only consider the categorical entropies at t = 0 since the categorical entropy of specific functor
in this case is related with a spectral radius of some matrix. Then, it can be easily computed by simple
linear algebra.

Let φ be a compactly supported exact symplectic automorphism on Pn(T ), n ≥ 3. Then, since the
induced functors on the compact and wrapped Fukaya categories have the same categorical entropies for
t = 0 by Theorem 4.14, we simply say that φ, not the induced functors, has a categorical entropy. More
precisely,

Definition 5.1. If φ is any compactly supported exact symplectic automorphism on Pn(T ), then the cate-
gorical entropy of φ is

hcat (φ) := h0
(
ΦF (Pn (T ))

)= h0
(
ΦW (Pn (T ))

)
.

The result of Section 4 says that

hcat (φ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomk (
φm(S),L

)
.

Even if we have the above result, hcat (φ) is not easy to compute because measuring the exponential
growth rate of dimHom∗ (

φm(S),L
)

is not an easy task in general. In this section, we prove that, if φ is
of a symplectic automorphism of specific type on Pn(T ), its categorical entropy is related to the spectral
radius of the matrix Mφ whose entries are given by the dimensions of Hom spaces. The specific type will
be defined in Section 5.1. These results will more precisely stated in Theorem 5.8.

5.1. Symplectic automorphisms of Penner type. Section 4 cares any compactly supported exact sym-
plectic automorphism on Pn(T ), but as mentioned in the beginning of Section 5, here we care symplectic
automorphisms of a specific type, called Penner type.

In order to define the notion of Penner type, we consider the following: Let T be a tree, and let V (T ) be
the set of vertices. Then, by choosing a vertex v0 ∈V (T ), one can define the following:

V+(T ) := {v ∈V (T ) | v is connected to v0 by even number of edges.}

V−(T ) := {v ∈V (T ) | v is connected to v0 by odd number of edges.}
(5.1)

The above V+(T ) and V−(T ) are disjoint decomposition of V (T ).

Definition 5.2. Let τv denote the Dehn twist along Sv . A symplectic automorphism φ : Pn(T ) → Pn(T ) is
of Penner type if either φ or φ−1 is a product of

• positive powers of τv if v ∈V+(T ), and
• negative powers of τw if w ∈V−(T ).

Remark 5.3.

(1) This type of symplectic automorphisms is studied by the last named author in [Lee21]. In [Lee21],
it is proved that symplectic automorphisms of Penner type satisfy a geometric stability. Because of
the geometric stability, we will show that one can easily compute the categorical entropy of Penner
type by a simple linear algebra.

(2) We would like to point out that two sets V+(T ) and V−(T ) defined in Equation (5.1) are dependent
on the choice of v0, but Definition 5.2 is independent from the choice. In the rest of this section, we
assume there is an arbitrary chosen v0.

(3) We note that the original Penner construction [Pen88] in surface theory has one more condition
than Definition 5.2. The extra condition is the following Condition (P).
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(P) every v ∈V (T ) appears in the product.
We omit the condition (P) since the results in the rest of the paper hold without the condition (P).
But, if φ does not satisfy (P), we expect that φ does not induce a pseudo-Anosov auto-equivalence in
the sense of [FFH+21]. For more details on surface theory, we refer the eager reader to [FM12].

For the future use, we set the following notations. First, let us denote an ordered sequence of vertices
vi ∈V (T ) by (vs , vs−1, . . . , v1).

Definition 5.4.

(1) For each v ∈V (T ), let σv be defined as follows:

σv =
{

1 if v ∈V+(T ),

−1 if v ∈V−(T ).

(2) Let J = (vs , vs−1, . . . , v1) be an ordered sequence of vertices vi ∈ V (T ). Then, φJ (resp. φ−J ) is the
symplectic automorphism of Penner type defined as follows:

φJ = τσvs
vs

◦τσvs−1
vs−1

◦ · · · ◦τσv1
v1

, φ−J = τ−σvs
vs

◦τ−σvs−1
vs−1

◦ · · · ◦τ−σv1
v1

.

We note that by Definition 5.2, for anyφ of Penner type, there is an ordered sequence J such thatφ=φJ

or φ=φ−J . However, by changing a choice of v0, one can always assume that φ=φJ ; see Remark 5.3, (2).
In the rest of the paper, we assume that φ=φJ for some J .

5.2. Construction of a twisted complex. In Section 4, we constructed a twisted complex in Theorem 4.10
whose nonzero arrows are not a multiple of the identity morphism. This property of the twisted complex
helped to prove Theorem 4.14. Now, we construct a twisted complex with the same property, by using
Seidel’s long exact sequence [Sei03] in the wrapped Fukaya category, which will help us to prove the main
theorem of this section.

Lemma 5.5.

(1) In the wrapped Fukaya category W (Pn(T )), τv (Sw ) is isomorphic to the following twisted complex:

(5.2) τv (Sw ) '


Sw [1−n] v = w,[
(Sv [1− sv w ],Sw ), f

]
v ∼ w,

Sw otherwise.

(2) In the wrapped Fukaya category W (Pn(T )), τ−1
v (Sw ) is isomorphic to the following twisted complex:

(5.3) τ−1
v (Sw ) '


Sw [n −1] v = w,[
(Sw ,Sv [n − sv w −1]), g

]
v ∼ w,

Sw otherwise.

Proof. All the cases are from the Seidel’s long exact sequence and the grading convention in Lemma 4.5.
�

Note that f and g in (5.2) and (5.3) can be described explicitly, but we do not since they will not be
used. For the future convenience, let

(5.4) Sm,v =
[

(Sw [di ])w∈V (T )
1≤i≤lenSw (Sm,v )

,
(

fi j
)]

denote the twisted complex for φm(Sv ).
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If we grade Sv ’s so that suw = 1, or equivalently, swu = n −1 for any u ∈ V+(T ), w ∈ V−(T ), then we get
the following lemma.

Lemma 5.6. With the notation given above, the shift di of Sw [di ] in Equation (5.4) satisfies that

di = l (1−n), for some l ∈Z.

5.3. Entropies of symplectic automorphisms of Penner type. In this subsection, we prove the main the-
orem of Section 5 (Theorem 5.8). It says that if a symplectic automorphism φ is of Penner type, then the
categorical entropy hcat (φ) can be computed by a simple linear algebra.

In order to state Theorem 5.8, we define the notion of spectral radius, first.

Definition 5.7. Let F : V → V be a linear operator on a finite dimensional R-vector space V . The spectral
radius Rad(F ) of F is defined by the maximum of absolute values of the complex eigenvalues of F .

We state and prove the main theorem of Section 5.

Theorem 5.8. Let φ be a symplectic automorphism of Penner type on Pn(T ) with n ≥ 3 and Mφ :R|V (T )| →
R|V (T )| be a matrix whose uw-entry is given by

∑
k

dimHomk (
φ(Sw ),Lu

)
. Then,

hcat (φ) = logRad(Mφ).

Proof. We note that for convenience, we use the set V (T ) of vertices as an index set throughout the proof.

For any v ∈V (T ), τσv
v is of Penner type. Thus, Mτ

σv
v

is defined and it satisfies that

(
Mτ

σv
v

)
uw

=


1 u = w,

1 u = v, w ∼ v,

0 otherwise,

because of Lemma 5.5.

We note that for any twisted complex S ∈ Tw{Sv |v ∈V (T )}, Lemma 5.5 gives another twisted complex
S ′ ' τσv

v (S ) ∈ Tw{Sv |v ∈V (T )}. Moreover, the following equation holds:

Mτ
σv
v
· (lenSw S

)
w∈V (T ) =

(
lensw S ′)

w∈V (T ) , where
(
lenSw S

)
w∈V (T ) ,

(
lensw S ′)

w∈V (T ) ∈R|V (T )|.(5.5)

Now, we focus on the twisted complex Sm,v defined in Equation (5.4). Lemma 5.6 implies that ev-
ery arrow of Sm,v is not a scalar multiple of the identity morphism for any m ∈ N, v ∈ V (T ). Thus,
hom∗ (

Sm,v ,Lw
)

has the zero differential, and

(5.6) lenSw Sm,v = dimhom∗ (
Sm,v ,Lw

)= dimHom∗ (
φm(Sv ),Lw

)
for all m ∈N, v, w ∈V (T ).

Thus, the (w, v)-entry of Mφm is given as(
Mφm

)
w,v = ∑

k∈Z
dimhomk (

Sm,v ,Lw
)= lenSw Sm,v .(5.7)

We note that since φm is also of Penner type, Mφm is defined.

Let φ=φJ with some J = (vs , . . . , v1), i.e.,

φJ = τσvs
vs

◦τσvs−1
vs−1

◦ · · · ◦τσv1
v1

.

If Mi denotes M
τ
σvi
vi

, Equations (5.5) and (5.7) conclude that

(5.8) Mφ = Ms · · ·M2 ·M1, Mφm = M m
φ .
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For any v ∈ V (T ), let ev ∈ R|V (T )| be the vector whose v th-entry is 1 and the other entries are zero. And
let ∥ · ∥1 mean the L1-norm on R|V (T )|. Theorem 4.13, Equations (5.6), (5.8), and (5.7) conclude that

hcat (φ) = lim
m→∞

1

m
log

∑
v,w∈V (T )

lenSw Sm,v

= lim
m→∞

1

m
logmax

{
∥ M m

φ ·ev ∥1

∣∣∣v ∈V (T )
}(5.9)

because every entry of Mφ is non-negative and {ev |v ∈ V (T )} is a basis of R|V (T )|. Thus, by Gelfand’s
formula, the last term in Equation (5.9) is the same as logRad(Mφ). �

Corollary 5.9. Let φ be a symplectic automorphism of Penner type, and let n ≥ 3 be an odd integer. Then,

hcat (φ) ≤ htop (φ),

where htop (φ) means the topological entropy of φ.

Proof. When n is odd, it is easy to see that the matrix representation of φ∗ : Hn(Pn(T )) → Hn(Pn(T )) with
respect to the basis {[Sv ]}v∈V (T ) and Mφ coincide. Moreover, it is well-known that

logRad
(
φ∗ : Hn(Pn(T )) → Hn(Pn(T ))

)≤ htop (φ).

See [Yom87, Gro03, Gro87] for details. Then, Theorem 5.8 completes the proof. �

6. EXAMPLES AND APPLICATIONS

6.1. A counterexample to Gromov–Yomdin type equality. In this subsection, we give a counter-example
of the Gromov–Yomdin type equality. The equality claims that the categorical entropy of a functor Φ is
the same as the logarithm of the spectral radius of the linear map which Φ induces on the Grothendieck
group. For more details on Gromov–Yomdin type equality, we refer the reader to [KO20, Section 1.2]

Let T be the Dynkin diagram of A3 type. We label the vertices of T = A3 as V (A3) = {1,2,3} so that the
vertex 1 (resp. 3) is connected to the vertex 2. For a fixed n ∈N≥3, let φ be the symplectic automorphism
given as

φ= τ1 ◦τ−1
2 ◦τ3 : Pn(A3)

'→ Pn(A3).

Since S1,S2 and S3 generate the compact Fukaya category of Pn(A3), {[S1], [S2], [S3]} generates the
Grothendieck group of F (Pn(A3)). By using Seidel’s long exact sequences for Dehn twist τi , one can
have a linear map on the Grothendieck group, which is induced from τi . The matrix representations for
τ1,τ−1

2 ,τ3 with respect to the basis {[S1], [S2], [S3]} are

B+
1 :=

(−1)1−n 0 0
(−1)2−n 1 0

0 0 1

 ,B−
2 :=

1 (−1)n−2 0
0 (−1)n−1 0
0 1 1

 ,B+
3 :=

1 0 0
0 1 1
0 0 (−1)1−n

 .

We note that the matrix representations can vary by shifting S1,S2,S3. To be more clear, we should have
specified the grading information, but we omit that for convenience.

From the above computations, one can obtain a matrix representation of the linear map induced from
φ on the Grothendieck group. The resulting matrix is

Bφ = B+
1 ◦B−

2 ◦B+
3 =

(−1)1−n −1 −1
(−1)2−n 1+ (−1)n−1 1+ (−1)n−1

0 1 1+ (−1)1−n

 .
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If n is even, then we have

Bφ =
−1 −1 −1

1 0 0
0 1 0

 .

Thus, by simple computation, the spectral radius of Bφ is 1. If Gromov–Yomdin type equality holds, then
hcat (φ) = 0.

However, by Theorem 5.8, it is easy to compute hcat (φ). The result is that

hcat (φ) = 2+p
3.

Thus, the above example disproves Gromov–Yomdin type equality.

Remark 6.1.

(1) We would like to note that H∗ (Pn(A)3)) and the Grothendieck group of the compact Fukaya cate-
gory of Pn(A3) are equivalent as vector spaces. More specifically, both vector spaces are generated
by the same basis {[S1], [S2], [S3]} and this fact induces the equivalence between two vector spaces.
Moreover, the symplectic automorphism φ induces the same linear maps on both vector spaces.
Now let us assume that n is even. The spectral radius of the above Bφ is 1. However, it is easy to ob-
serve that the topological entropy of a specific representative of φ should be larger than or equal to
hcat (φ) > 0. To sum up, one can observe that the topological entropy of (the specific representative
of) φ is bigger than the logarithm of the spectral radius of the linear map on H∗ (Pn(T )) induced by
φ. It means that φ should “not” satisfy the condition of Gromov-Yomdin theorem [Yom87]. Thus,
there is no complex structure on Pn(A3) making φ holomorphic.

(2) We also note that [FFH+21, Section 3.1] explains a way of computing the categorical entropy of
auto-equivalences for a specific case. The specific case is the following: The auto-equivalence is
induced from a symplectic automorphism of Penner type φ : Pn(A2) → Pn(A2), where A2 is the
Dynkin diagram of A2 type, and where n ≥ 3 is an odd integer. Also, the triangulated category
which the induced functors are defined on is the compact Fukaya category of Pn(A2). [FFH+21]
computed the categorical entropy by using the spectral radius as we did in Theorem 5.8.

6.2. Cotangent bundles of simply-connected manifolds. In this subsection, we give an example of The-
orem 4.15, different from the plumbing spaces Pn(T ). The example Weinstein manifold is T ∗Q where
Q is a simply-connected closed smooth manifold of dimension n. Moreover, we also show that for any
Liouville automorphismφ of T ∗Q, ht (Φ) is a linear map for t ∈R under some topological assumptions on
φ.

Choose a background class as b = π∗w2(Q), the pullback of the second Stiefel-Whitney class of Q via
the projection π : T ∗Q → Q. Let S be denote the zero section of T ∗Q, and let L denote a cotangent fiber
T ∗

q Q of T ∗Q for some q ∈Q. We may grade S and L in such a way that

hom∗(S,L) = k[−n].

Then one can observe that S and L satisfy the conditions in Theorem 4.15 because

• S generates the compact Fukaya category F (T ∗Q) of T ∗Q,
• L generates the wrapped Fukaya category W (T ∗Q) of T ∗Q,
• dimhom∗(S,L) = 1,
• hom∗(S,S) 'C∗(Q) is non-negatively graded,
• hom∗(L,L) 'C−∗(ΩqQ) is non-positively graded and
• dimHom0(S,S) = dim H 0(Q) = 1 = dim H0(ΩqQ) = dimHom0(L,L).
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Let φ be any Liouville automorphism of T ∗Q such that φ∗ : H 2(T ∗Q;Z/2) → H 2(T ∗Q;Z/2) satisfies

(6.1) φ∗b = b.

Theorem 4.15 implies that the categorical entropies of the auto-equivalences ΦF on F (T ∗Q) and ΦW

on W (T ∗Q) are explicitly given by

ht (ΦF ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
Φm

F (S),L
)

ekt , and

ht (ΦW ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn−k (
S,Φm

W (L)
)

ekt

respectively.

Now, we recall

Theorem 6.2 ([FSS08, Nad09, Abo12]). If Q is simply-connected, then every exact closed graded relatively
spin Lagrangian P of T ∗Q is quasi-isomorphic to a shift of the zero-section in F (T ∗Q).

This result implies that, ΦF (S) is quasi-isomorphic to a shift S[dφ] of S for some dφ ∈Z. Consequently,
for any m ∈Z, Φm

F
(S) is quasi-isomorphic to S[mdφ]. Therefore, by Theorem 1.4, we have

ht (ΦF ) = lim
m→∞

1

m
log

∑
k∈Z

dimHomn+k (
Φm

F (S),L
)

ekt

= lim
m→∞

1

m
logdimHomn+mdφ

(
S[mdφ],L

)
emdφt

= lim
m→∞

1

m
logemdφt = dφt .

Moreover, observing that dφ−1 =−dφ, the first statement of Theorem 4.15 implies that we have

ht (ΦW ) = h−t
(
Φ−1

F

)= dφ−1 · (−t ) = dφt .

Theorem 6.3. Letφ be a Liouville automorphism of T ∗Q satisfying (6.1). Then there exists dφ ∈Z such that

ht (ΦF ) = dφt = ht (ΦW ).

In particular, Equation (6.1) is automatically satisfied if the second Stiefel-Whitney class of Q vanishes.
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