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Our Simple Universe

On large scales, the Universe can be modeled with remarkably few parameters

age of the Universe

geometry of space

density of atoms

density of matter

amplitude of fluctuations

scale dependence of fluctuations

[of course, details often not quite as simple]



Our Puzzling Universe

Ordinary Matter

5%

25%

70%

“Dark Matter”

“Dark Energy”

accelerates the expansion
dominates the total energy density
smoothly distributed

acceleration first measured by SN 1998

next frontier: understand 
 



CMB + large-scale structure + supernovae:

     homogeneity, isotropy, flatness + acceleration 
     impossible with GR + matter only

observations require a repulsive force

cosmological constant Λ: w =p/ϱ=-1?

dynamic scalar field, w(a)? 

breakdown of GR? 

dominates dynamics of late-time Universe

Cosmic Acceleration

Gµ⌫ = 8⇡G (Tµ⌫ � ⇢̄DEgµ⌫)

Olivier Doré AAS, WFIRST Science, Kissimmee, January 5th 2016

The Observational Foundations of Dark Energy

• Weak-Lensing not presented is also complementary.
2

SNe luminosity !
distance measurement (Nobel 2011) 

CMB angular diameter!
distance measurement!
 and perturbations

BAO angular !
diameter distance!
measurement!

Combination

Matter Density

Cosmological !
Constant, !
i.e. Dark Energy



size of Λ difficult to explain

important to test GR over 
cosmological scales

Expansion history 

from supernovae, CMB peaks + 
baryonic acoustic oscillations (BAO)

agreement with ΛCDM 

not much information on dark 
energy/gravity: at most w0, wa

Testing dark energy 
and gravity

• Λ size difficult to explain


• Important to test GR over 
cosmological scales


• Expansion history 

• From supernovae, BAOs, 
CMB peaks position


• Agreement with LCDM


• Not so much information on 
DE/Gravity: at most w0, wa

Planck Collaboration: Cosmological parameters
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Fig. 27. Samples from the distribution of the dark energy pa-
rameters w0 and wa using Planck TT+lowP+BAO+JLA data,
colour-coded by the value of the Hubble parameter H0. Contours
show the corresponding 68 % and 95 % limits. Dashed grey lines
intersect at the point in parameter space corresponding to a cos-
mological constant.

This constraint is unchanged at the quoted precision if we add
the JLA supernovae data and the H0 prior of Eq. (30).

Figure 26 illustrates these results in the ⌦m–⌦⇤ plane. We
adopt Eq. (50) as our most reliable constraint on spatial curva-
ture. Our Universe appears to be spatially flat to an accuracy of
0.5%.

6.3. Dark energy

The physical explanation for the observed accelerated expansion
of the Universe is currently not known. In standard ⇤CDM the
acceleration is provided by a cosmological constant satisfying an
equation of state w ⌘ pDE/⇢DE = �1. However, there are many
possible alternatives, typically described either in terms of extra
degrees of freedom associated with scalar fields or modifications
of general relativity on cosmological scales (for reviews see e.g.,
Copeland et al. 2006; Tsujikawa 2010). A detailed study of these
models and the constraints imposed by Planck and other data is
presented in a separate paper, Planck Collaboration XIV (2015).

Here we will limit ourselves to the most basic extensions
of ⇤CDM, which can be phenomenologically described in
terms of the equation of state parameter w alone. Specifically
we will use the camb implementation of the “parameterized
post-Friedmann” (PPF) framework of Hu & Sawicki (2007) and
Fang et al. (2008) to test whether there is any evidence that w
varies with time. This framework aims to recover the behaviour
of canonical (i.e., those with a standard kinetic term) scalar field
cosmologies minimally coupled to gravity when w � �1, and
accurately approximates them for values w ⇡ �1. In these mod-
els the speed of sound is equal to the speed of light so that the
clustering of the dark energy inside the horizon is strongly sup-
pressed. The advantage of using the PPF formalism is that it is
possible to study the “phantom domain”, w < �1, including tran-
sitions across the “phantom barrier”, w = �1, which is not pos-
sible for canonical scalar fields.

The CMB temperature data alone does not strongly constrain
w, because of a strong geometrical degeneracy even for spatially-
flat models. From Planck we find

w = �1.54+0.62
�0.50 (95%,Planck TT+lowP), (51)

i.e., almost a 2� shift into the phantom domain. This is partly,
but not entirely, a parameter volume e↵ect, with the average ef-
fective �2 improving by h��2i ⇡ 2 compared to base ⇤CDM.
This is consistent with the preference for a higher lensing am-
plitude discussed in Sect. 5.1.2, improving the fit in the w < �1
region, where the lensing smoothing amplitude becomes slightly
larger. However, the lower limit in Eq. (51) is largely determined
by the (arbitrary) prior H0 < 100 km s�1Mpc�1, chosen for the
Hubble parameter. Much of the posterior volume in the phan-
tom region is associated with extreme values for cosmological
parameters,which are excluded by other astrophysical data. The
mild tension with base ⇤CDM disappears as we add more data
that break the geometrical degeneracy. Adding Planck lensing
and BAO, JLA and H0 (“ext”) gives the 95 % constraints:

w = �1.023+0.091
�0.096 Planck TT+lowP+ext ; (52a)

w = �1.006+0.085
�0.091 Planck TT+lowP+lensing+ext ; (52b)

w = �1.019+0.075
�0.080 Planck TT,TE,EE+lowP+lensing+ext .

(52c)

The addition of Planck lensing, or using the full Planck tem-
perature+polarization likelihood together with the BAO, JLA,
and H0 data does not substantially improve the constraint of
Eq. (52a). All of these data set combinations are compatible with
the base ⇤CDM value of w = �1. In PCP13, we conservatively
quoted w = �1.13+0.24

�0.25, based on combining Planck with BAO,
as our most reliable limit on w. The errors in Eqs. (52a)–(52c) are
substantially smaller, mainly because of the addition of the JLA
SNe data, which o↵er a sensitive probe of the dark energy equa-
tion of state at z <⇠ 1. In PCP13, the addition of the SNLS SNe
data pulled w into the phantom domain at the 2� level, reflecting
the tension between the SNLS sample and the Planck 2013 base
⇤CDM parameters. As noted in Sect. 5.3, this discrepancy is no
longer present, following improved photometric calibrations of
the SNe data in the JLA sample. One consequence of this is the
tightening of the errors in Eqs. (52a)–(52c) around the ⇤CDM
value w = �1 when we combine the JLA sample with Planck.

If w di↵ers from �1, it is likely to change with time. We
consider here the case of a Taylor expansion of w at first order in
the scale factor, parameterized by

w = w0 + (1 � a)wa. (53)

More complex models of dynamical dark energy are discussed
in Planck Collaboration XIV (2015). Figure 27 shows the 2D
marginalized posterior distribution for w0 and wa for the com-
bination Planck+BAO+JLA. The JLA SNe data are again cru-
cial in breaking the geometrical degeneracy at low redshift and
with these data we find no evidence for a departure from the
base ⇤CDM cosmology. The points in Fig. 27 show samples
from these chains colour-coded by the value of H0. From these
MCMC chains, we find H0 = (68.2 ± 1.1) km s�1Mpc�1. Much
higher values of H0 would favour the phantom regime, w < �1.

As pointed out in Sects. 5.5.2 and 5.6 the CFHTLenS weak
lensing data are in tension with the Planck base ⇤CDM parame-
ters. Examples of this tension can be seen in investigations of
dark energy and modified gravity, since some of these mod-
els can modify the growth rate of fluctuations from the base

39

[Planck 2015 XIII]    (Planck+BAO+SN)

4

Planck Collaboration: Cosmological parameters

Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows:
green star (6dFGS, Beutler et al. 2011); square (SDSS MGS,
Ross et al. 2014); red triangle and large circle (BOSS “LOWZ”
and CMASS surveys, Anderson et al. 2014); and small blue cir-
cles (WiggleZ, as analysed by Kazin et al. 2014). The grey bands
show the 68 % and 95 % confidence ranges allowed by Planck
TT+lowP+lensing.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2014) at
ze↵ = 0.15, and by the Anderson et al. (2014) analysis of the
Baryon Oscillation Spectroscopic Survey (BOSS) ‘LOWZ’ sam-
ple at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a re-
analysis of the WiggleZ redshift survey by Kazin et al. (2014)
applying peculiar velocity reconstructions. The reconstructions
causes small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled BOSS CMASS at ze↵ = 0.57
shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module16, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are plotted coloured by the value of ⌦ch2 for comparison. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1 ± 0.0004, (26)

16http://www.sdss3.org/science/boss_publications.php

Fig. 15. 68 % and 95 % constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from
the Anderson et al. (2014) analysis of the BOSS CMASS-DR11
sample. The fiducial sound horizon adopted by Anderson et al.
(2014) is rfid

drag = 149.28 Mpc. Samples from the Planck
TT+lowP+lensing chains are plotted coloured by their value of
⌦ch2, showing consistency of the data, but also that the BAO
measurement can tighten the Planck constraints on the matter
density.

which just grazes the BOSS CMASS 68 % error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2014; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)
These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low redshift BAO measurements are in good agree-
ment with Planck for the base ⇤CDM cosmology, this may not
be true at high redshifts. Recently, BAO features have been mea-
sured in the flux-correlation function of the Ly↵ forest of BOSS
quasars (Delubac et al. 2014) and in the cross-correlation of the
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M. Betoule et al.: Joint cosmological analysis of the SNLS and SDSS SNe Ia
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Fig. 7. Values of �coh determined for seven subsamples of the Hubble
residuals: low-z z < 0.03 and z > 0.03 (blue), SDSS z < 0.2 and z > 0.2
(green), SNLS z < 0.5 and z > 0.5 (orange), and HST (red).

Table 9. Values of �coh used in the cosmological fits.

Sample �coh

low-z 0.134
SDSS-II 0.108
SNLS 0.080
HST 0.100

Notes. Those values correspond to the weighted mean per survey of the
values shown in Fig. 7, except for HST sample for which we use the
average value of all samples. They do not depend on a specific choice
of cosmological model (see the discussion in Sect. 5.5).

6. ⇤CDM constraints from SNe Ia alone

The SN Ia sample presented in this paper covers the redshift
range 0.01 < z < 1.2. This lever-arm is su�cient to provide
a stringent constraint on a single parameter driving the evolu-
tion of the expansion rate. In particular, in a flat universe with
a cosmological constant (hereafter ⇤CDM), SNe Ia alone pro-
vide an accurate measurement of the reduced matter density⌦m.
However, SNe alone can only measure ratios of distances, which
are independent of the value of the Hubble constant today (H0 =
100 h km s�1 Mpc�1). In this section we discuss ⇤CDM param-
eter constraints from SNe Ia alone. We also detail the relative in-
fluence of each incremental change relative to the C11 analysis.

6.1. ⇤CDM fit of the Hubble diagram

Using the distance estimator given in Eq. (4), we fit a ⇤CDM
cosmology to supernovae measurements by minimizing the fol-
lowing function:

�2 = (µ̂ � µ⇤CDM(z;⌦m))†C�1(µ̂ � µ⇤CDM(z;⌦m)) (15)

with C the covariance matrix of µ̂ described in Sect. 5.5 and
µ⇤CDM(z;⌦m) = 5 log10(dL(z;⌦m)/10 pc) computed for a fixed
fiducial value13 of H0 = 70 km s�1 Mpc�1, assuming an unper-
turbed Friedmann-Lematre-Robertson-Walker geometry, which
is an acceptable approximation (Ben-Dayan et al. 2013). The

13 This value is assumed purely for convenience and using another
value would not a↵ect the cosmological fit (beyond changing accord-
ingly the recovered value of M1

B).
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Fig. 8. Top: Hubble diagram of the combined sample. The distance
modulus redshift relation of the best-fit ⇤CDM cosmology for a fixed
H0 = 70 km s�1 Mpc�1 is shown as the black line. Bottom: residu-
als from the best-fit ⇤CDM cosmology as a function of redshift. The
weighted average of the residuals in logarithmic redshift bins of width
�z/z ⇠ 0.24 are shown as black dots.
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Fig. 9. 68% and 95% confidence contours for the ⇤CDM fit parame-
ters. Filled gray contours result from the fit of the full JLA sample; red
dashed contours from the fit of a subsample excluding SDSS-II data
(lowz+SNLS).

free parameters in the fit are ⌦m and the four nuisance param-
eters ↵, �, M1

B and �M from Eq. (4). The Hubble diagram for
the JLA sample and the ⇤CDM fit are shown in Fig. 8. We find
a best fit value for ⌦m of 0.295 ± 0.034. The fit parameters are
given in the first row of Table 10.

For consistency checks, we fit our full sample excluding sys-
tematic uncertainties and we fit subsamples labeled according to
the data included: SDSS+SNLS, lowz+SDSS and lowz+SNLS.
Confidence contours for ⌦m and the nuisance parameters ↵, �
and �M are given in Fig. 9 for the JLA and the lowz+SNLS
sample fits. The correlation between ⌦m and any of the nuisance
parameters is less than 10% for the JLA sample.

The ⇤CDM model is already well constrained by the SNLS
and low-z data thanks to their large redshift lever-arm. However,
the addition of the numerous and well-calibrated SDSS-II data
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Testing dark energy 
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Fig. 27. Samples from the distribution of the dark energy pa-
rameters w0 and wa using Planck TT+lowP+BAO+JLA data,
colour-coded by the value of the Hubble parameter H0. Contours
show the corresponding 68 % and 95 % limits. Dashed grey lines
intersect at the point in parameter space corresponding to a cos-
mological constant.

This constraint is unchanged at the quoted precision if we add
the JLA supernovae data and the H0 prior of Eq. (30).

Figure 26 illustrates these results in the ⌦m–⌦⇤ plane. We
adopt Eq. (50) as our most reliable constraint on spatial curva-
ture. Our Universe appears to be spatially flat to an accuracy of
0.5%.

6.3. Dark energy

The physical explanation for the observed accelerated expansion
of the Universe is currently not known. In standard ⇤CDM the
acceleration is provided by a cosmological constant satisfying an
equation of state w ⌘ pDE/⇢DE = �1. However, there are many
possible alternatives, typically described either in terms of extra
degrees of freedom associated with scalar fields or modifications
of general relativity on cosmological scales (for reviews see e.g.,
Copeland et al. 2006; Tsujikawa 2010). A detailed study of these
models and the constraints imposed by Planck and other data is
presented in a separate paper, Planck Collaboration XIV (2015).

Here we will limit ourselves to the most basic extensions
of ⇤CDM, which can be phenomenologically described in
terms of the equation of state parameter w alone. Specifically
we will use the camb implementation of the “parameterized
post-Friedmann” (PPF) framework of Hu & Sawicki (2007) and
Fang et al. (2008) to test whether there is any evidence that w
varies with time. This framework aims to recover the behaviour
of canonical (i.e., those with a standard kinetic term) scalar field
cosmologies minimally coupled to gravity when w � �1, and
accurately approximates them for values w ⇡ �1. In these mod-
els the speed of sound is equal to the speed of light so that the
clustering of the dark energy inside the horizon is strongly sup-
pressed. The advantage of using the PPF formalism is that it is
possible to study the “phantom domain”, w < �1, including tran-
sitions across the “phantom barrier”, w = �1, which is not pos-
sible for canonical scalar fields.

The CMB temperature data alone does not strongly constrain
w, because of a strong geometrical degeneracy even for spatially-
flat models. From Planck we find

w = �1.54+0.62
�0.50 (95%,Planck TT+lowP), (51)

i.e., almost a 2� shift into the phantom domain. This is partly,
but not entirely, a parameter volume e↵ect, with the average ef-
fective �2 improving by h��2i ⇡ 2 compared to base ⇤CDM.
This is consistent with the preference for a higher lensing am-
plitude discussed in Sect. 5.1.2, improving the fit in the w < �1
region, where the lensing smoothing amplitude becomes slightly
larger. However, the lower limit in Eq. (51) is largely determined
by the (arbitrary) prior H0 < 100 km s�1Mpc�1, chosen for the
Hubble parameter. Much of the posterior volume in the phan-
tom region is associated with extreme values for cosmological
parameters,which are excluded by other astrophysical data. The
mild tension with base ⇤CDM disappears as we add more data
that break the geometrical degeneracy. Adding Planck lensing
and BAO, JLA and H0 (“ext”) gives the 95 % constraints:

w = �1.023+0.091
�0.096 Planck TT+lowP+ext ; (52a)

w = �1.006+0.085
�0.091 Planck TT+lowP+lensing+ext ; (52b)

w = �1.019+0.075
�0.080 Planck TT,TE,EE+lowP+lensing+ext .

(52c)

The addition of Planck lensing, or using the full Planck tem-
perature+polarization likelihood together with the BAO, JLA,
and H0 data does not substantially improve the constraint of
Eq. (52a). All of these data set combinations are compatible with
the base ⇤CDM value of w = �1. In PCP13, we conservatively
quoted w = �1.13+0.24

�0.25, based on combining Planck with BAO,
as our most reliable limit on w. The errors in Eqs. (52a)–(52c) are
substantially smaller, mainly because of the addition of the JLA
SNe data, which o↵er a sensitive probe of the dark energy equa-
tion of state at z <⇠ 1. In PCP13, the addition of the SNLS SNe
data pulled w into the phantom domain at the 2� level, reflecting
the tension between the SNLS sample and the Planck 2013 base
⇤CDM parameters. As noted in Sect. 5.3, this discrepancy is no
longer present, following improved photometric calibrations of
the SNe data in the JLA sample. One consequence of this is the
tightening of the errors in Eqs. (52a)–(52c) around the ⇤CDM
value w = �1 when we combine the JLA sample with Planck.

If w di↵ers from �1, it is likely to change with time. We
consider here the case of a Taylor expansion of w at first order in
the scale factor, parameterized by

w = w0 + (1 � a)wa. (53)

More complex models of dynamical dark energy are discussed
in Planck Collaboration XIV (2015). Figure 27 shows the 2D
marginalized posterior distribution for w0 and wa for the com-
bination Planck+BAO+JLA. The JLA SNe data are again cru-
cial in breaking the geometrical degeneracy at low redshift and
with these data we find no evidence for a departure from the
base ⇤CDM cosmology. The points in Fig. 27 show samples
from these chains colour-coded by the value of H0. From these
MCMC chains, we find H0 = (68.2 ± 1.1) km s�1Mpc�1. Much
higher values of H0 would favour the phantom regime, w < �1.

As pointed out in Sects. 5.5.2 and 5.6 the CFHTLenS weak
lensing data are in tension with the Planck base ⇤CDM parame-
ters. Examples of this tension can be seen in investigations of
dark energy and modified gravity, since some of these mod-
els can modify the growth rate of fluctuations from the base
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Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows:
green star (6dFGS, Beutler et al. 2011); square (SDSS MGS,
Ross et al. 2014); red triangle and large circle (BOSS “LOWZ”
and CMASS surveys, Anderson et al. 2014); and small blue cir-
cles (WiggleZ, as analysed by Kazin et al. 2014). The grey bands
show the 68 % and 95 % confidence ranges allowed by Planck
TT+lowP+lensing.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2014) at
ze↵ = 0.15, and by the Anderson et al. (2014) analysis of the
Baryon Oscillation Spectroscopic Survey (BOSS) ‘LOWZ’ sam-
ple at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a re-
analysis of the WiggleZ redshift survey by Kazin et al. (2014)
applying peculiar velocity reconstructions. The reconstructions
causes small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled BOSS CMASS at ze↵ = 0.57
shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module16, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are plotted coloured by the value of ⌦ch2 for comparison. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1 ± 0.0004, (26)

16http://www.sdss3.org/science/boss_publications.php

Fig. 15. 68 % and 95 % constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from
the Anderson et al. (2014) analysis of the BOSS CMASS-DR11
sample. The fiducial sound horizon adopted by Anderson et al.
(2014) is rfid

drag = 149.28 Mpc. Samples from the Planck
TT+lowP+lensing chains are plotted coloured by their value of
⌦ch2, showing consistency of the data, but also that the BAO
measurement can tighten the Planck constraints on the matter
density.

which just grazes the BOSS CMASS 68 % error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2014; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)
These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low redshift BAO measurements are in good agree-
ment with Planck for the base ⇤CDM cosmology, this may not
be true at high redshifts. Recently, BAO features have been mea-
sured in the flux-correlation function of the Ly↵ forest of BOSS
quasars (Delubac et al. 2014) and in the cross-correlation of the
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Fig. 7. Values of �coh determined for seven subsamples of the Hubble
residuals: low-z z < 0.03 and z > 0.03 (blue), SDSS z < 0.2 and z > 0.2
(green), SNLS z < 0.5 and z > 0.5 (orange), and HST (red).

Table 9. Values of �coh used in the cosmological fits.

Sample �coh

low-z 0.134
SDSS-II 0.108
SNLS 0.080
HST 0.100

Notes. Those values correspond to the weighted mean per survey of the
values shown in Fig. 7, except for HST sample for which we use the
average value of all samples. They do not depend on a specific choice
of cosmological model (see the discussion in Sect. 5.5).

6. ⇤CDM constraints from SNe Ia alone

The SN Ia sample presented in this paper covers the redshift
range 0.01 < z < 1.2. This lever-arm is su�cient to provide
a stringent constraint on a single parameter driving the evolu-
tion of the expansion rate. In particular, in a flat universe with
a cosmological constant (hereafter ⇤CDM), SNe Ia alone pro-
vide an accurate measurement of the reduced matter density⌦m.
However, SNe alone can only measure ratios of distances, which
are independent of the value of the Hubble constant today (H0 =
100 h km s�1 Mpc�1). In this section we discuss ⇤CDM param-
eter constraints from SNe Ia alone. We also detail the relative in-
fluence of each incremental change relative to the C11 analysis.

6.1. ⇤CDM fit of the Hubble diagram

Using the distance estimator given in Eq. (4), we fit a ⇤CDM
cosmology to supernovae measurements by minimizing the fol-
lowing function:

�2 = (µ̂ � µ⇤CDM(z;⌦m))†C�1(µ̂ � µ⇤CDM(z;⌦m)) (15)

with C the covariance matrix of µ̂ described in Sect. 5.5 and
µ⇤CDM(z;⌦m) = 5 log10(dL(z;⌦m)/10 pc) computed for a fixed
fiducial value13 of H0 = 70 km s�1 Mpc�1, assuming an unper-
turbed Friedmann-Lematre-Robertson-Walker geometry, which
is an acceptable approximation (Ben-Dayan et al. 2013). The

13 This value is assumed purely for convenience and using another
value would not a↵ect the cosmological fit (beyond changing accord-
ingly the recovered value of M1

B).
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Fig. 8. Top: Hubble diagram of the combined sample. The distance
modulus redshift relation of the best-fit ⇤CDM cosmology for a fixed
H0 = 70 km s�1 Mpc�1 is shown as the black line. Bottom: residu-
als from the best-fit ⇤CDM cosmology as a function of redshift. The
weighted average of the residuals in logarithmic redshift bins of width
�z/z ⇠ 0.24 are shown as black dots.
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Fig. 9. 68% and 95% confidence contours for the ⇤CDM fit parame-
ters. Filled gray contours result from the fit of the full JLA sample; red
dashed contours from the fit of a subsample excluding SDSS-II data
(lowz+SNLS).

free parameters in the fit are ⌦m and the four nuisance param-
eters ↵, �, M1

B and �M from Eq. (4). The Hubble diagram for
the JLA sample and the ⇤CDM fit are shown in Fig. 8. We find
a best fit value for ⌦m of 0.295 ± 0.034. The fit parameters are
given in the first row of Table 10.

For consistency checks, we fit our full sample excluding sys-
tematic uncertainties and we fit subsamples labeled according to
the data included: SDSS+SNLS, lowz+SDSS and lowz+SNLS.
Confidence contours for ⌦m and the nuisance parameters ↵, �
and �M are given in Fig. 9 for the JLA and the lowz+SNLS
sample fits. The correlation between ⌦m and any of the nuisance
parameters is less than 10% for the JLA sample.

The ⇤CDM model is already well constrained by the SNLS
and low-z data thanks to their large redshift lever-arm. However,
the addition of the numerous and well-calibrated SDSS-II data
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Type Ia SN state of the art

BAO state of the art
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BAO state of the art

Type IA SN state of the art

H2(a) = H2
0

⇣
⌦Ma�3 + ⌦DEa
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Testing Cosmic 
Acceleration 



gravity drives formation of cosmic structure, dark energy slows it down

much more information than expansion rate

linear level: perturbed Einstein equation

non-linear evolution: numerical simulations

reliably predict dark matter distribution, for wCDM cosmologies + individual MG models

Cosmic Structure Formation

Springel+, 2006

time



How to connect theory to data?

Springel+, 2006

Springel+, 2006

physics 
+ model parameters dark matter

galaxies, light

generate initial 
conditions, evolve

galaxy formation models 

?

?



What to look for in the galaxy 
distribution?

    clusters (over densities), 

voids (under densities)

three-point correlations,...

two-point correlations 
(galaxy positions, shapes)

BAOs

non-lin.
structure

need redshift, understand galaxy bias

lin. growth



Galaxy Clustering

measure BAOs + shape of 
correlation function
→ growth of structure, expansion 
history
Key systematic: galaxy bias

Anderson et al. ’12 (BOSS)

LSS Probes of Dark Energy



Galaxy Clusters
measure number counts 

→ distribution of peaks, 
growth of structure, 
expansion history

but need to identify clusters + 
member galaxies, infer masses!

N(M̂, z,�z) =
dn

dMdz
�V (z,�z)

LSS Probes of Dark Energy

credit: DES



Weak Gravitational Lensing      

LSS Probes of Dark Energy

credit: ESA



Weak Gravitational Lensing I

light deflected by tidal field of LSS
coherent distortion of galaxy 
shapes (“shear”)

shear related to (projected) 
matter distribution
key uncertainties

shape measurements
assume random intrinsic 
orientation, average over many 
galaxies

LSS Probes of Dark Energy



Weak Gravitational Lensing I

measure shapes of source galaxies 
near detection limit

typical S/N ~ 25
what could go wrong?

parameterize mapping between 
true and estimated shear

“shear calibration” parameters, 
uncertainty in these parameters 
key systematic

LSS Probes of Dark Energy

HANDBOOK FOR THE GREAT08 CHALLENGE 5

Fig. 2. Illustration of the forward problem. The upper panels show how the original galaxy
image is sheared, blurred, pixelised and made noisy. The lower panels show the equivalent
process for (point-like) stars. We only have access to the right hand images.

Stars are far enough away from us to appear point-like. They therefore
provide noisy and pixelised images of the convolution kernel (lower panels of
Figure 2). The convolution kernel is typically of a similar size to the galaxies

Fig. 3. Illustration of the inverse problem. We begin on the right with a set of galaxy and
star images. The full inverse problem would be to derive both the shears and the intrinsic
galaxy shapes. However shear is the quantity of interest for cosmologists.



light deflected by tidal field of LSS
coherent distortion of galaxy 
shapes (“shear”)
remapping of CMB anisotropies

CMB lensing affected by different 
systematics than shear estimates 
from galaxy distortions

consistency check

LSS Probes of Dark Energy

credit: ESA

  Weak Gravitational Lensing Ib



Weak Gravitational Lensing II

lensing produces (almost) purely E-mode type shear
observational B-modes >> cosmological B-modes

measure shear correlation function/power spectrum 
probes total matter power spectrum (w/ broad projection kernel)

measure average (tangential) shear around galaxies/clusters
probes halo mass

halo void

LSS Probes of Dark Energy



Photometric Dark Energy Surveys



Two multiband imaging surveys:
     300 million galaxies over 1/8 sky
     4000 supernovae (time-domain)
 New 570 Megapixel Dark Energy 
    Camera on the Blanco 4-meter 

5 bands (g,r,iz,Y), 10 tilings each
Stage III Survey using 4 complementary 

techniques:
         I. Galaxy Clusters
      II. Weak Gravitational Lensing
      III. Galaxy Clustering
      IV. Supernovae

        

      

Dark Energy Survey

DECam on the Blanco 4m at NOAO Cerro 
Tololo InterAmerican Observatory



Dark Energy Survey

Survey Strategy

• First light 12 Sep 2012


• Until Sep 2013: 
Science Verification 
period


• Observations: 525 
nights spread over 5 
Sep-Feb seasons from 
31 Aug 2013


• Currently finishing 
Year-3 (terrible weather)


• 3 Surveys: Wide, SN 
shallow, SN deep

The DES surveys

Area
Exposure time (s) (per visit for SNe)
Specified median PSF FWHM (arcsec)
Exposure time (s) (per visit for SNe)
Specified median PSF FWHM (arcsec)
Exposure time (s) (per visit for SNe)
Specified median PSF FWHM (arcsec)
Exposure time (s) (per visit for SNe)
Specified median PSF FWHM (arcsec)
Exposure time (s) (per visit for SNe)
Specified median PSF FWHM (arcsec) Dithering Cadence

(deg2

)
g r i z Y

Wide

SN 
Shallow

SN Deep

5000
10x90

-
10x90
0.9”

10x90
0.9”

10x90
0.9”

10x45
-

10 fully 
interlaced 

tilings 

10 tilings 
over 5 
years

24
1x175

-
1x150

-
1x200

-
2x200

-
-

Minimal 
dithers

Seeing 
>1.1” or 7 
days since 

last 
observed6

3x200
-

3x400
-

5x360
-

10x330
-

Minimal 
dithers

Seeing 
>1.1” or 7 
days since 

last 
observed

Tuesday, December 31, 13

11

DES: more than Dark Energy 3

Figure 1. DES and some selected completed or ongoing surveys (as of December 2015). This is a Hammer projection in equatorial coordinates, with the
dashed and dotted lines indicate the Galactic plane and the ecliptic plane, respectively. Top: DES survey footprint for the SV, Y1, Y2 and the final 5-yrs
survey; Middle: with other photometric surveys; Bottom: with other spectroscopic surveys. Planned wide-field surveys not shown include LSST and WFIRST
(both photometric), Euclid (photometric and spectroscopic), Sumire PFS, DESI and 4MOST (all three spectroscopic). We note the VHS (DR3) indicates deep
coverage in the DES area. Eventually it will cover nearly the whole of the DES 5-yrs footprint. A shallower VISTA whole-hemisphere is also underway. The
DES footprint was designed to have large overlap with SPT (shown here in the ’photometric surveys’ plot). DES SV and Y1 areas essentially completely
overlap SPT, and the full planned DES overlaps the completed 2500 sq deg SPT.

c� 2002 RAS, MNRAS 000, 1–??

[DES 2016 arXiv:1601:0032]

SPT area

Survey Strategy

first light 9/12/12
until 9/13: Science Verification (SV)
Survey Observations: 525 nights over 
5 Sept-Feb seasons from 8/31/13
3 surveys: wide, SN shallow, SN deep

Early Science Results

based on 140 sd deg SV data
34 papers so far

milky way satellites, galaxy 
evolution, cosmology, …
I will only show a few cosmology 
highlights



DES: Results from Science 
VerificationFull set of galaxy-galaxy correlations

23

• Theory:  
best fit to autocorrelation


• Most cross-correlation 
agree with same bias

Good consistency check 
of the photo-z

[See Crocce, …, TG+ 15]

Redshift tomography

• Correlation functions in five 
photo-z bins


• Correlation always detected 
at >2σ


• Typically cross lower than 
expected from auto

22
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Figure 8. Measured auto- (left) and cross-correlation functions (right) of DES-SV main galaxies as a function of photometric redshift. The panels refer to thin
photo-z bins, from low to high redshift. The error bars are derived from the N -body covariance matrix. The lines show the fiducial Planck cosmology rescaled
by the best-fit linear bias or amplitude obtained from the auto- (dashed) and from the cross-correlations (solid); for each case, the linear theory is shown with
thin dotted lines. The best-fit bias values and their 1� errors are also shown in each panel; the coloured bands represent 1 and 2� uncertainties on the best
fits. When fitting the auto-correlation bias, the points at # < #NL have been excluded from the fit, consistently with Crocce et al. (2015), as they lie in the
non-linear regime where the non-linear corrections are > 20%. All points are included in the cross-correlation fits. The auto-correlation results are presented
and discussed in more detail by Crocce et al. (2015).

ters is close to Gaussian in all cases.) The DES-Planck correlation
results with the di↵erent methods display more scatter, which is
consistent with the lower significance of this measurement. Then
we notice that in all cases, the cross-correlation amplitude is lower
than the auto-correlation by 2 � 3�. We discuss this surprising re-
sult and possible explanations below in Section 8. If we define the
final significance of the detection to be b/�

b

or A/�
A

, we find it to
be ⇠ 6� for the DES-SPT and ⇠ 4� for the DES-Planck cases re-
spectively. These numbers should be compared with the (ideal) the-
oretical signal-to-noise levels to be expected from Eq. (10), which
are ⇠ 8 and ⇠ 5 respectively. Hence our results are consistent with
the expectations; the lower significance recovered is mainly due to
the actual best fit being lower than expected in the fiducial model,
and to the more realistic N-body covariance matrix we use. Finally,
we see that our best fits are in most cases good fits, as the �2 per
degree of freedom is generally close to unity, which confirms that

our estimate of the covariance is realistic given the scatter observed
in the data.

5.1.4 Redshift tomography in real space

Given the significance of the recovered detection in the DES-SPT
case, we then study the evolution of the correlations as a function of
redshift. We measure the DES-SPT cross-correlations in each of the
photo-z bins shown in Fig. 2, and we present the results in Fig. 8.
The covariances are estimated in this case with the most reliable N-
body method only, constructed for each redshift bin from its photo-
z redshift distribution, and assuming in each case a constant bias
equal to the best fit to that bin’s auto-correlation (we cross-checked
that theoretical covariances yield consistent results on the scales we
consider). We can see that the observations are again in agreement
with our fiducial model, although the scatter is more significant, es-

MNRAS 000, 1–26 (2015)
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Figure 8. Measured auto- (left) and cross-correlation functions (right) of DES-SV main galaxies as a function of photometric redshift. The panels refer to thin
photo-z bins, from low to high redshift. The error bars are derived from the N -body covariance matrix. The lines show the fiducial Planck cosmology rescaled
by the best-fit linear bias or amplitude obtained from the auto- (dashed) and from the cross-correlations (solid); for each case, the linear theory is shown with
thin dotted lines. The best-fit bias values and their 1� errors are also shown in each panel; the coloured bands represent 1 and 2� uncertainties on the best
fits. When fitting the auto-correlation bias, the points at # < #NL have been excluded from the fit, consistently with Crocce et al. (2015), as they lie in the
non-linear regime where the non-linear corrections are > 20%. All points are included in the cross-correlation fits. The auto-correlation results are presented
and discussed in more detail by Crocce et al. (2015), including a further discussion on the anomalous behaviour of the lowest-redshift bin at small angular
scales.

that the reduced �2 associated with the best-fit bias and amplitudes
are close to 1, indicating that our estimate of the covariances is re-
alistic in all cases, and that our best-fit model is consistent with
the observations. We discuss below in Section 7 the cosmological
implications of these results.

5.2 Harmonic space analysis

While measurements of the angular correlation function are for-
mally fully equivalent to the information contained in the power
spectrum, there are fundamental di↵erences that warrant a detailed
comparison. The harmonic space has some well-known advantages
over real space correlation estimators. The covariance matrix, for
a given survey mask, is more diagonal than in real space, and
measurements of the power spectrum in multipole bins are signif-

icantly less correlated, so that it is more straightforward to isolate
clustering contributions at di↵erent physical scales, and to apply
band-pass filters if required. Nonetheless, harmonic space estima-
tors need to develop e�cient ways to deconvolve the mask, which
is more di�cult than in configuration space, thus making the anal-
ysis more expensive. Di↵erent power spectrum estimators exist:
computationally expensive optimal estimators that extract all in-
formation contained in the data (Tegmark 1997; Bond et al. 1998),
and pseudo-C` estimators that are sub-optimal, but have a much
lower computational complexity (e.g., Hivon et al. 2002; Chon
et al. 2004).

In the following, we repeat our cross-correlation analysis in
harmonic space using two di↵erent estimators. Masks and data re-
main the same as for the real space analysis presented above.

MNRAS 000, 1–31 (2015)
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DES galaxies x SPT lensing 
Giannantonio+ 2016

galaxy clustering: Crocce+ 2016 

Galaxy Clustering 
Crocce+ 2016 



DES: Weak Lensing with 
Science Verification Data

galaxy clustering: Crocce+ 2016 

Weak lensing by troughs in the 
galaxy distribution 

*Gruen et al.  

Weak Lensing by Troughs (Underdense Regions)
Gruen+ 2016, prediction: EK+ 2013 



DES: Weak Lensing with 
Science Verification Data

Becker+ 2016

galaxy clustering: Crocce+ 2016 

WL 2pt function from DES-SV: 
Measurement and Cosmology  

*The DES collaboration 
(Bridle, McCrann, Zunz et al.)  
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* Becker et al. 
* Jarvis et al. 

2pt  xi (+-) from two shear pipelines  Cosmological parameters   
DES Collaboration+ 2016 

A first step, 5 years of data to come
Y1 analyses coming to arXiv soon!



Kwan+16: Clustering + Galaxy-Galaxy Lensing (DES-SV, 140  sqdeg)

DES: Multi-Probe Analysis with 
Science Verification Data

6 Kwan, Sánchez et al.
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Figure 4. Constraints on ⌦
m

and �
8

using DES-SV Cosmic Shear
(dashed purple), DES-SV w(✓) ⇥ �

t

(✓) (this work, filled blue) and
Planck 2015 using a combination of temperature and polarization data
(TT+lowP, filled red). In each case, a flat ⇤CDM model is used.
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Figure 5. Constraints on ⌦
m

and �
8

assuming a wCDM model using
DES-SV Cosmic Shear (dashed purple), DES-SV w(✓) ⇥ �

t

(✓) (this
work, blue) and Planck 2015 using temperature and polarization data
(TT+lowP, red).

Parameter Prior range

⌦
m

0.1 – 0.8 Normalized matter density
⌦

b

0.04 – 0.05 Normalized baryon density
�
8

0.4 – 1.2 Amplitude of clustering (8 h�1Mpc top hat)
n
s

0.85 – 1.05 Power spectrum tilt
w -5 – -0.33 Equation of state parameter
h 0.5 – 1.0 Hubble parameter (H

0

= 100h)
⌧ 0.04 – 0.12 Optical depth

b
1

1.0 – 2.2 Linear galaxy bias
b
2

-1.5 – 1.5 Next order bias parameter
�
i

-0.3 – 0.3 Shift in photo-z distribution (per source bin)
m

i

-0.2 – 0.2 Shear multiplicative bias (per source bin)
m

IA

-0.3 – 0.35 Intrinsic alignment amplitude (low-z source bin only)
↵ -5 – -1 Additive constant w(✓) ! w(✓) + 10↵

Table 1. Parameters and their corresponding priors used in this work. Not all parameters are allowed to vary in every analysis. Nuisance
parameters are contained in the lower half of the table. When choosing a prior range on cosmological parameters, we allowed a su�ciently
wide range to contain all of the 2-� posterior on ⌦

m

, �
8

, n
s

, w and h, with Planck priors on ⌦
b

, for which we have less sensitivity. For the
systematic parameters, our choice of prior range is informed from previous DES analyses that studied the e↵ect of shear calibration (Jarvis
et al. 2015), photo-z distributions (Bonnett et al. 2015), and intrinsic alignment contamination (Clampitt et al. 2016; The Dark Energy
Survey Collaboration 2015) on the SV catalogues. The prior on the bias parameters were taken from studies of the redMaGiC mock catalog
(see Section 5.1 for details). In addition to the prior range on the nuisance parameters for the shear calibration and photo-z bias, there is a
Gaussian prior centered around zero of width 0.5, as explained in the text.

4 FIDUCIAL COSMOLOGICAL CONSTRAINTS

In this section we present our fiducial DES-SV cosmological
constraints from a joint analysis of clustering and galaxy-
galaxy lensing. The data vector consists of w(✓) and the two
�
t

(✓) measurements for the 0.35 < z < 0.5 redMaGiC bin (see
Fig. 2), over angular scales of 17-100 arcminutes. We chose
this lens bin as our fiducial, as we estimate greater contamina-
tion from systematic errors, on both the clustering and lensing
side, for the 0.2 < z < 0.35 redMaGiC bin (see Section 5.5 and
Clampitt et al. (2016)). To compute the model we use CAMB
(Lewis et al. 2000; Howlett et al. 2012) and Halofit (Smith et al.
2003; Takahashi et al. 2012) for the linear and non-linear mat-
ter power spectra, respectively. Because the accuracy of Halofit
can be confirmed only to ⇠5% for certain ⇤CDM models, we
have checked that using the Cosmic Emulator, a more precise

modelling scheme for the nonlinear dark matter power spec-
trum (1% to k = 1 Mpc�1, Lawrence et al. 2010) would only
a↵ect our results at the level of ⇠5% down to 100. We use the
CosmoSIS package6 (Zuntz et al. 2015) as our analysis pipeline
and explore the joint posterior distribution of our cosmological
(and nuisance) parameters using the multi-nest MCMC algo-
rithm of Feroz et al (2009), with a tolerance parameter of 0.5
and an e�ciency parameter of 0.8. Our cosmological param-
eters and priors are summarized in Table 1 and described in
greater detail next in this section.

In the fiducial case, we have included two nuisance param-
eters per source bin (one for errors in the photo-z distribution
and one for biases in the shear calibration) and one nuisance

6

https://bitbucket.org/joezuntz/cosmosis

c� 0000 RAS, MNRAS 000, 1–18



LSST: Science Collaborations

Solar System
Stars, Milky Way, Local Volume
Transients
Galaxies
Active Galactic Nuclei
Informatics and Statistics
Dark Energy

LSST: The Experiment

largest planned LSS survey
map visible sky every 3 nights

high priority in P5, decadal survey
construction started 2015
commissioning first light 2019
survey duration 2022-2032



Prepare for and carry out cosmology analyses with the LSST survey

five key cosmology probes, organized in Working Groups (WG)
- Galaxy Clustering, Galaxy Clusters, Strong Lensing, Supernovae, Weak Lensing; 

Theory & Joint Probes

“Enabeling Analyses” WGs: understand LSST system + systematics

logo/pics

lots of work until 2019, lots to learn from ongoing surveys!

3LSST DESC Collaboration Meeting July 2016
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• Thank you everyone for your participation in the meeting!
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– Lots of cross-WG discussions and Task Force hacks

– Junior involvement in talks and discussion

• Three new milestones!

– First meeting outside the UK

– Largest DE School attendance to date

– First collaboration photo

The LSST Dark Energy Science Collaboration



Prepare for and carry out cosmology analyses with the LSST survey

five key cosmology probes, organized in Working Groups (WG)
- Galaxy Clustering, Galaxy Clusters, Strong Lensing, Supernovae, Weak Lensing; 

Theory & Joint Probes

“Enabeling Analyses” WGs: understand LSST system + systematics

logo/pics

lots of work until 2019, now is a good time for new ideas!

The LSST Dark Energy Science Collaboration
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– First meeting outside the UK

– Largest DE School attendance to date

– First collaboration photo

DESC cosmology likelihood - late 2015
to be implemented within Science WGs



The Power of Combining Probes

Best constraints obtained by combining 
cosmological probes

independent probes: multiply likelihoods

Combining LSS probes (from same survey) 
requires more advanced strategies

clustering, clusters and WL probe same 
underlying density field, are correlated

correlated systematic effects

requires joint analysis
Olivier Doré AAS, WFIRST Science, Kissimmee, January 5th 2016

The Observational Foundations of Dark Energy

• Weak-Lensing not presented is also complementary.
2

SNe luminosity !
distance measurement (Nobel 2011) 

CMB angular diameter!
distance measurement!
 and perturbations

BAO angular !
diameter distance!
measurement!

Combination

Matter Density

Cosmological !
Constant, !
i.e. Dark Energy



Joint Analysis Ingredients

Likelihood Function Model Data Vector

Joint Covariance

number counts: Poisson

2PCF: ~ Gaussian (?)

improvements needed for 
stage IV surveys

consistent modeling of all observables

including all cosmology + nuisance parameters
 

large and complicated,
non-(block) diagonal matrix
use template + regularization

External Data
Simulations

Science Case
parameters of interest 
which science?

large data vector 
which probes + scales?

Priors

Nuisance Parameters

systematic effects 

parameterize + prioritize!
|n| � |⇡|

validate

p(⇡|d̂) / p(⇡)

Z
L
⇣
d̂|d(⇡,n), C

⌘
p(n) dnn

Cosmology Priors



Introducing CosmoLike

Likelihood analysis library for combined probes analyses

Observables from three object types, and their cross-correlations

galaxies (positions), clusters (positions, N200), sources (shapes, positions)
 galaxy clustering, cluster abundance + cluster lensing (mass self-calibration), 
galaxy-galaxy lensing, cosmic shear, CMB cross-correlations 

separate n(z) + specific nuisance parameters for each object type

Consistent modeling across probes, including systematic effects

Computes non-Gaussian (cross-)covariances

halo model + regularization from O(25) simulated realizations

Optimized for high-dimensional likelihood analyses 

Improvements by trial and error on DES → lessons for LSST 

EK,Eifler 2016



CosmoLike Data Vector
cosmological
parameters

halo.c

cosmo3d.c
growth factor

D(k,z)

Plin(k,z)

distances Pnl(k,z)

Coyote U.
Emulator

collapse density
𝛿c(z) peak height

𝜈 (M,z)

halo properties
                                 

HOD, bias model

N(Mobs;zi)

CXY(l;zi,zj)

scaling relation
Mobs(M)

cluster
selection fuction

c(M,z) b(M,z) n(M,z)

z-distr.
n(z)

clusters.c

photo-z
model

redshift.c

projection 
functions

Limber 
approx.

cosmo2d.c

transfer function
T(k,z)



Combined Probes Forecasts: 
Covariance

SN uncorrelated, hooray [for now].

Analytic covariance for everything else:

halo model bispectrum + trispectrum, 
sample variance

� Cov (N,N): Poisson + power spectrum

� Cov (<δδ>, N): bispectrum, power spectrum

� Cov (<δδ>, <δδ>), etc.: Covariance of 2pt 
statistics of (projected) density field 

LSST forecasts: > 7 million elements...

Cov(P (k1), P (k2)) ⇡
2�D(k1 + k2)

Nk1

P 2(k1)

| {z }
Gaussian cosmic variance

+
T̄ (k1, k2)

Vs| {z }
non�Gaussian c.v.

+
@P (k1)

@⇢L

@P (k2)

@⇢L
�2(⇢L)

| {z }
sample variance



Combined Probes Forecasts: 
Covariance

details: EK & Eifler’16



The Power of Combining Probes

EK & Eifler’16

clustering
weak lensing

cluster counts
all combined



The LSST Awakens

LSST Year 1 data will be deeper and wider than complete Euclid survey

cosmology analyses will be exciting from the start!

statistical uncertainties only

Eifler & EK, in prep.

clustering + lensing



‘Precision’ Cosmology

precision

ac
cu

ra
cy



Combined Probes Systematics

“Precision cosmology”: excellent statistics - systematics limited

 (and man-power limited!)

Easy to come up with large list of systematics + nuisance parameters

galaxies: LF, bias (e.g., 5 HOD parameters + b2 per z-bin,type)

cluster mass-observable relation: mean relation + scatter parameters

shear calibration, photo-z uncertainties, intrinsic alignments,...

� Σ(poll among DES working groups) ~ 500-1000 parameters

Self-calibration + marginalization

can be costly (computationally, constraining power)



CosmoLike Data Vector
cosmological
parameters

halo.c

cosmo3d.c
growth factor

D(k,z)

Plin(k,z)

distances Pnl(k,z)

Coyote U.
Emulator

collapse density
𝛿c(z) peak height

𝜈 (M,z)

halo properties
                                 

HOD, bias model

N(Mobs;zi)

CXY(l;zi,zj)

scaling relation
Mobs(M)

cluster
selection fuction

c(M,z) b(M,z) n(M,z)

z-distr.
n(z)

clusters.c

photo-z
model

redshift.c

projection 
functions

Limber 
approx.

cosmo2d.c

transfer function
T(k,z)

nuisance.c

non-linear regime

galaxy formationcluster finding

intrinsic alignments

baryons

non-Gaussian 
photo-zs

shear calibration
...  ....  ....

�2



Work Plan for Known Systematics

What’s the dominant known systematic? 

No one-fits-all answer, need to be more specific!

Specify data vector (probes + scales)

Identify + model systematic effects

find suitable parameterization(s)

need to be consistent across probes

Constrain parameterization + priors on nuisance parameters

independent observations

other observables from same data set

split data set



Joint Analysis Work Plan: Step I

Precision Consistency Accuracy

Theory Simulations

Forecasts Impact

Parameter Constraints 

Likelihood 
Analysis

 Model, Priors

Refine Systematics Model



The Trouble with Systematics

a systematics free survey....

bias free parameter estimates with statistical uncertainty



The Trouble with Systematics

ignored systematic effect in analysis:

parameter bias



The Trouble with Systematics

marginalize systematic effect, correct parameterization

remove parameter bias, increase uncertainty



The Trouble with Systematics

marginalize systematic effect, correct parameterization

remove parameter bias, increase uncertainty

improve priors on

 nuisance parameters



The Trouble with Systematics

marginalize systematic effect, imperfect parameterization

residual parameter bias, increased uncertainty



not all (source) galaxies randomly oriented - e.g. tidal alignments 

potentially scary systematic

Intrinsic Alignments



Alignment mechanisms: halo shape vs. angular momentum 

collapse in tidal field causes halo shape alignments - linear IA 

leading description for (large-scale) alignment of early type galaxies
well-detected, e.g. Mandelbaum+06, Hirata+07, Joachimi+11, Singh+14

tidal torquing may cause halo spin-up, angular momentum correlations - quadratic IA

may cause shape alignments of late type galaxies,
no clear detection so far

This analysis: linear IA only (follow-up on quadratic IA in progress)

Many different flavors/variation for linear IA models 

Intrinsic Alignments Models

PGI(k, a) = A(L, a,⌦M, ?)fGI (P�(k, a), Plin(k, a), ?)

PII(k, a) = A2(L, a,⌦M, ?)fII (P�(k, a), Plin(k, a), ?)



model shapes (fGI, fII) - an incomplete list
linear (Catelan+01, Hirata+04): f = Plin 

freeze-in (Kirk+12): fII = Plin(k,zf), fGI= sqrt(Plin(k,zf) Pδ (k,z))
effective field theory of LSS (Blazek+15)

non-linear (Bridle&King 07): f = Pδ 

what’s A?
old forecasts (e.g. Kirk+12): constant - based on SDSS L4 (Hirata+07)
Joachimi et al. 11 fit dependence on <L>, z (see also Singh+14)

if only red galaxies aligned
 what’s <A>L, fred for deep surveys like LSST/WFIRST?

so far, extrapolate LF from shallower surveys (GAMA, DEEP2)

Linear IA Models
PGI(k, a) = A(L, a,⌦M, ?)fGI (P�(k, a), Plin(k, a), ?)

PII(k, a) = A2(L, a,⌦M, ?)fII (P�(k, a), Plin(k, a), ?)

A = A0

✓
L

L0

◆� ✓ 1 + z

1 + z0

◆⌘

A ! A⇥ fred



Impact of Linear Alignments LSST WL
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IA Mitigation: Amplitude marginalization, 
power spectrum shape uncertainties
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b
halofit non-linear IA 
template in marginalization

input (‘data’) model:
Coyote non-linear IA 
full tidal IA (Blazek+ 15)  
freeze-in IA 
linear IA

Marginalized over 
amplitude normalization 
+ redshift scaling (A0, β, η, 
ηhigh-z), 6 LF parameters

Biases from uncertainties 
in IA template 

Next steps: reduce FoM 

degradation by including 
priors on range of 
parameters + allowed 
templates

joint analysis with g-g 
lensing + clustering

EK, Eifler, Blazek 16

Text



IA Mitigation: multi-probe to the rescue

Marginalized over IA 
amplitude normalization 
+ redshift scaling (A0, β, η, 
ηhigh-z), 6 LF parameters

also include shear 
calibration, photo-z, 
galaxy bias uncertainties

joint analysis with g-g 
lensing + clustering 
reduces (relative) 
degradation from IA 
marginalization

EK & Eifler 16
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IA Summary

forecasts for tidal alignment contamination of LSST WL  
without mitigation, significant (~ 2σ) bias - less severe than earlier forecasts

lower impact due to non-Gaussian covariance, luminosity weighted amplitude

basic mitigation successfully reduces bias
<1σ for worst-case scenario (linear vs non-linear)

10-parameter marginalization causes some loss in precision
can be improved by joint probes analysis (self-calibration with g-g lensing, clustering), or 
improved priors from external observation

so far, removal of red galaxies best mitigation strategy...

key uncertainties

luminosity function for LSST galaxies (all, red)

extrapolation of IA scaling to low-L, high-z 

quadratic alignments



Cosmology Gains from 
Modeling Galaxy Bias

LSST,  WL + clustering 
WL to l < 5000
clustering: vary cut-off scales
develop perturbative biasing up to 
k ~ 0.6 h/Mpc - with well-
constrained new parameters
understand non-linear regime

details: EK & Eifler 16



Joint Analysis Work Plan

Precision Consistency Accuracy

TheoryObservations Simulations

Single Probe
 Analyses

Forecasts to Prioritize 
Systematics

Parameter Constraints 

Likelihood 
Analysis

Data, Model, Priors



multi-probe analysis, pass 1 - now what?


Unknown Systematics? vs. New Physics?



Unknown Systematics? vs. New Physics?

scale dependence?

dependence on galaxy selection?

calibrate with more accurate measurements
spectroscopic redshifts

galaxy shapes from space-based imaging

[potentially expensive]

10 Dawson, Schneider, Tyson, & Jee

(a) D2015 J091618.93+29497.3 (b) D2015 J091623.84+294927.7 

(c) D2015 J091620.65+29495.9 (d) D2015 J091619.74+294857.3 

(e) D2015 J091610.65+294856.5 

(g) D2015 J091615.25+294850.4 

(f) D2015 J091603.65+295252.3 

Figure 6. Visually confirmed ambiguous blends in the Musket Ball Cluster Subaru/HST field (Dawson et al. 2013). For each blend, the
Subaru i-band image (left) is shown alongside the HST color image (right; b=F606W, g=F814W, r=F814W). Both images are logarithmi-
cally scaled. The ellipses show the observed object ellipticities (red = Subaru, green = HST). The images and green crosshair are centered
on the Subaru ambiguous blend object center. The Subaru pixel scale is 0.2 arcsec/pixel, and the HST pixel scale is 0.05 arcsec/pixel.
Panels (a)-(g) show blends selected from the complete sample (available in the electronic edition of the article) to highlight some of the
common “classes” of ambiguous blends. Panel (a) is an example of a case where two objects with small ellipticity have become ambiguously
blended in the Subaru image and produced a single detected object with large ellipticity (Subaru object FWHM: 1.600). Panel (b), while less
common, it is also possible to have two objects be ambiguously blended together to create a smaller ellipticity object observed in Subaru
(Subaru object FWHM: 1.000). Panel (c) is an example of two objects with similar brightness that are ambiguously blended (Subaru object
FWHM: 1.300). Panel (d), two objects need not have similar brightness to generate an ambiguous blend with significantly di↵erent ellipticity
properties compared to that of the brighter object. Even objects in the LSST Gold Sample (i < 25.3) can be significantly a↵ected by
the fainter objects (25.3 < i < 28) in the survey (Subaru object FWHM: 1.200). Panel (e), approximately 25% of ambiguous blends are
composed of more than two objects (Subaru object FWHM: 1.800). Panel (f), is an example of two objects, likely at di↵erent redshifts
(given their di↵erent colors and magnitude), that are ambiguously blended (Subaru object FWHM: 1.400). Panel (g), may be a spiral galaxy
that has become fragmented during the reduction of the HST imaging, thus it may be an example an artificial ambiguous blend (Subaru
object FWHM: 1.200). [See the electronic edition of the article for all ambiguous blend panels, Figures 6.1–6.341 ]

Subaru                      HST-ACS
ground vs. space-based shape measurements

Dawson+ 2016



Unknown Systematics? vs. New Physics?

scale dependence?

dependence on galaxy selection?

calibrate with more accurate measurements
spectroscopic redshifts

galaxy shapes from space-based imaging

[potentially expensive]

 correlate with different surveys
predict cross-correlations based on LSST analysis

constrain uncorrelated systematics 

e.g., cross-correlation with CMB-S4 lensing

invent optimized estimators

[fun, but not a general solution]
LSST WL x CMB-S4 lensing

calibrate shear calibration bias
Schaan, EK,+ 2016
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FIG. 5. Left panel: 68% confidence constraints on the shear biases m
i

for LSST, when self-calibrating them with cosmic
shear alone (blue), LSST alone (green), combination 1 (orange), combination 2 (yellow) and the full LSST & CMB S4 lensing
(red). The self-calibration works down to the level of LSST requirements (dashed lines) for the highest redshift bins, where
shear calibration is otherwise most dificult. We stress that all the solid lines correspond to self-calibration from the data alone,
without relying on image simulations. Calibration from image simulations is expected to meet the LSSt requirements, and
CMB lensing will thus provide a valuable consistency check for building confidence in the results from LSST.
Right panel: impact of unaccounted intrinsic alignments. The lines show the bias in the self-calibrated value of m

i

, and
the colored bands show the 68% confidence constraints, corresponding to the curves in the left panel. Intrinsic alignment
contribution to the shear calibration is present, but still within the 68% confidence region.

VI. SENSITIVITY TO PHOTOMETRIC REDSHIFT UNCERTAINTIES

In Sec. IV, we showed that CMB S4 lensing can calibrate the shear from LSST, assuming that the photometric
redshift uncertainties are under control. In this section, we ask whether this assumption was crucial or not. We
therefore vary the priors on source and lens photo-z uncertainties and re-run our forecast. Fig. 8 shows that the
shear calibration is mildly dependent on the source photo-z uncertainties (left panel), and very insensitive to the lens
photo-z uncertainties (right panel). However, we have not taken into account photo-z catastrophic failures in this
analysis.

VII. APPLICATION TO SPACE-BASED LENSING SURVEYS: EUCLID AND WFIRST

In this section, we reproduce our main forecast on shear calibration in the cases of Euclid and WFIRST. Our
assumptions and results are summarized in Fig. 9 and 10. CMB lensing from S4 can calibrate the shear for the 5
Euclid source bins down to 0.4% � 1.4%, and for the 10 WFIRST source bins down to 0.6% � 3.2%. These results
are clearly very encouraging.

VIII. CONCLUSION

[Eli: Comment on possible degeneracies between shear calibration and more realistic photo-z uncertainties.]
Weak gravitational lensing of galaxy images is a potentially powerful probe of the geometry and growth history

of the universe, and therefore of the properties of dark energy, the neutrino masses and possible modifications to
general relativity. Realizing the full potential of upcoming weak lensing surveys requires an exquisite understanding
of systematics e↵ects, such as photometric redshift uncertainties, intrinsic alignments, theoretical uncertainties related
to non-linear growth and baryonic e↵ects, and shear multiplicative bias. Because these systematic uncertainties are
so challenging, alternative methods to calibrate are valuable: they provide redundancy and contribute to building
trust in the results. In this paper, we focused on calibrating the shear multiplicative bias from LSST by using CMB



multi-probe analysis, pass 1 - now what?

would comparison with Planck results change this plan?

Planck best fit

Unknown Systematics? vs. New Physics?



Experimenter Bias?

nuisance parameters will outnumber cosmological parameters by far

what models + priors to adapt? when is the analysis done?

don’t use (implicit) w = -1 prior to constrain galaxy properties

a warning from particle physics
Credit: A. Roodman, R. Kessler, 

Particle Data Group



Why Blind Analyses?

Experimenter’s bias

choice of data samples + selections

choice of priors + evaluation of systematics

decision to stop work + publish

Blind Analysis: Method to prevent experimenter’s bias

hide the answer

must be customize for measurement



Two-stage process

measurement (correlation & mass functions)
shear catalog blinded, cluster calibration under debate                               

transform correlation functions (Muir, Elsner + in prep.)

still defining null-test, ‘allowed’ plots for sample selection

parameter estimation

off-set all parameter results by (constant) random numbers
needed: decisions on models to run, model selection criteria

Blind Analysis Strategies for DES-Y3 

ŵ(✓) ! ŵ(✓) +
@w

@⌦m
�⌦m



Joint Analysis Work Plan

Precision Consistency Accuracy

TheoryObservations Simulations

Combined Probes
Analysis

Single Probe
 Analyses

Forecasts to Prioritize 
Systematics

Parameter Constraints 

BlindingLikelihood 
Analysis

Data, Model, Priors



DES Multi-Probe Analyses

Kwan+16: Clustering + Galaxy-Galaxy Lensing (DES-SV, 140  sqdeg)

Analysis of Y1 data (1000 sqdeg) ongoing

Forecasts based on Y1 n(z), marginalizing over ~60 systematics parameters



DES Multi-Probe Analyses

Kwan+16: Clustering + Galaxy-Galaxy Lensing (DES-SV, 140  sqdeg)

Analysis of Y1 data (1000 sqdeg) ongoing

two independent cosmology pipelines (CosmoLike, CosmoSIS)

validation on DES mock catalogs
Constraints 

11/21/2016 DES collaboration-wide phonecon  13 

Cosmological	
parameters	+	
galaxy	bias	+		
photo-z	bias	

Covariances 

•  Covariance comparison ongoing… (MPP) 

11/21/2016 DES collaboration-wide phonecon  10 

simulated + analytic covariance analysis of mock data (N. MacCrann)



A Second Cosmology Pie Chart

Cosmology Parameters

5%

25%

70%

Sample Cut
Parameters

“Systematics Parameters”

observational systematics
survey specific

astrophysical systematics
observable + survey specific



Cosmology Parameters

5%

25%

70%

Sample Cut
Parameters

“Systematics Parameters”

observational systematics
survey specific

astrophysical systematics
observable + survey specific

sample cuts + systematics highly interconnected
 95% systematics…

A Second Cosmology Pie Chart



Conclusions

Existence of cosmic acceleration requires new fundamental physics

We’re entering the ~decade of galaxy survey cosmology 

KiDS,DES, HSC, PFS  -> DESI, LSST, Euclid, WFIRST,…

Cosmological constraints soon to be systematics limited

understand astrophysics 

understand systematics

Combine observables + surveys to understand/calibrate systematics

Combine different surveys to robustly confirm/rule out ΛCDM

DES-Y1 results coming to arXiv this winter! 


