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optical spectroscopy

X-ray spectroscopy 
with conventional CCDs



THE HITOMI SOFT X-RAY 
SPECTROMETER (SXS)

Project Status since SM13 (Mar.2-4)

Project Status since SM13 (Mar.2-4) !
• array of 36 micro-calorimeter pixels 

(3x3’ FOV) 
!
• cryogenically cooled to 50mK 
!

• spectral resolution of 5eV around Fe-
K line



Hitomi FWHM 4.9 eV!
CCD FWHM ~150 eV

HITOMI FIRST LIGHT SPECTRUM OF THE PERSEUS CLUSTER

Hitomi Collaboration, Nature, 2016
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Hitomi observation 
conventional CCDs
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dynamics and turbulence in 
the intergalactic medium

atomic physics

circumnuclear environment around 
supermassive black hole

search for dark matter candidates

supernova nucleosynthesis

temperature structure and !
test of collisional ionisation equilibrium



Dynamics and turbulence in the 
intergalactic medium

(1) what is the dynamical impact of the supermassive black hole on the 
surrounding X-ray emitting medium? 

(2) how accurate is the hydrostatic equilibrium assumption?



ESTIMATES OF GAS TURBULENCE FROM LINE BROADENING MEASUREMENTS

Fit with power-law continuum plus lines 
represented by Gaussians at fixed rest 
energies from theory (H-like Fe) and 
lab measurements (He- and Li-like Fe).

σv=164+/-10 km/s 
!

turbulent pressure support =  
4% of thermal pressure
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F i g . 6 . L e f t : P SF corrected bulk v elocity (vb u l k ) map w ith res pect to z = 0.017 28 4 (heliocentric correction applied). R i g h t : P SF corrected L O S v elocity

dis pers ion (σv) map. T he unit of the v alues is k m s −1. T he Chandra X -ray contours are ov erlaid.

F i g . 7 . Same as fi gure 6 , but P SF correction is not applied.

(degree of freedom) in the continuum fitting is 63146.77/ 68003 . D etailed description of the mea-
surement of the continuum parameters are shown in A G N paper and T paper.

A fter determining the self-consistent parameter set of the continuum as mentioned above, we

again fitted all the spectra simultaneously to obtain the parameters associated with spectral lines.

This time, the temperatures and normaliz ations were fixed to the above obtained values, and the

Fe abundance, the L O S velocity dispersion and the redshift were allowed to vary. The fitting was

done using a narrow energy range of 6.4–6.7 keV , excluding the energy band corresponding to the

resonance line in the observer-frame (6. 575–6.6 keV ). The obtained C-statistic/ d.o.f. in the velocity

fitting is 2822.38 / 2896 .

Figure 6 shows the obtained velocity maps with P SF correction. The corresponding velocity

maps without P SF correction are shown in figure 7 for comparison. The best-fitting values are listed
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WHAT IS DRIVING THE TURBULENCE?

A primer on hierarchical galaxy formation 20

Figure 6. Top: A simple prediction for the total luminosity function of galactic
systems (solid line) compared with the group luminosity function estimated from the
2PIGG catalogue by Eke et al. (2006). The halo mass function of Jenkins et al. (2001)
has been converted into a group luminosity function by assuming a constant mass
to light ratio for each halo. Bottom: The mass-to-light ratio required to match the
observed group luminosity function is plotted in the right hand panel. Note that the
strength of the up-turn below M ∼ 1012h−1M⊙ is affected by systematic errors in the
determination of the total luminosity of groups in the 2dFGRS.

2.3. A simple model: Is this all we need?

Now that we have specified a cosmological model and can compute the abundance of

dark matter haloes, we are in a position to make a very simple model of galaxy formation.
This naive calculation will serve to reveal some basic facts about how the efficiency of

galaxy formation must depend upon the mass of dark matter halo. The shortcomings

of this toy model will motivate the more physical (and complicated) modelling that is

the focus of this review.

The first calculation that we can do is to take each dark matter halo and assign

to it a luminosity that scales linearly with the mass of the halo. Thus, each halo is
given a fixed mass to light ratio. Note that we have not made any assumption about

how this light is distributed between galaxies within the halo. We can compare this

prediction with the abundance of galaxy groups as a function of their total luminosity.

This quantity was measured recently for galaxy groups extracted from the two-degree

field galaxy redshift survey by Eke et al. (2004a,b). The comparison is shown in

Fig. 6. A fixed mass-to-light ratio (∼ 80hM⊙/L⊙) was chosen such that haloes of mass
≈ 1012h−1M⊙ match the break in the observed group luminosity function. We can see

that this simple prediction gives a poor match to the observed luminosity function of

groups. The predicted group luminosity function simply has the wrong shape, with too

many faint groups and too many bright groups. Thus, if we are to retain the otherwise

highly successful background ΛCDM cosmology, our assumption of a mass to light ratio



IS THIS EVEN REALLY TURBULENCE?
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Fig. 8 . (U pper panels) D ata and best-fit models of Fe H eα w , L yα1, and H eβ1. The continuum model and the components other than the main line were

subtracted. Solid (red) and dashed (green) lines represent the best-fit Gaussian and Voigtian profiles, respectively. Instrumental broadening with and without

thermal broadening are indicated with dotted (blue) and dashed-dotted (black) lines. The horiz ontal axis is the velocity converted from the observed energy,

where the line center is set at the origin. The bin siz e is 1 eV in the energy space, which corresponds to 45.5 km s−1, 43.7 km s−1, and 38 .7 km s−1,

respectively. (L ower panels) The ratio spectra of the data to the best-fit Gaussian models, (left) for Fe H eα w , and (right) for Fe L yα1 and H eβ1 co-added.

Note that the line spread function is not deconvolved from the data.
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Test #1: Line Gaussianity Test #2: Resonant scattering
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RESONANT SCATTERING IN THE CORE OF THE PERSEUS CLUSTER

Bapec model without W line  
Bapec + Negative Gaussian model

obs23_out obs1_wholeBapec model without W line  
Bapec + Negative Gaussian model

central pixels as far out as we can go with the 
existing Hitomi data



Atomic physics
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PROGRESS IN ATOMIC LINE 
EMISSION MODELS

A. Foster

Meanwhile in SPEX: 
Updated radiative recombination 
data (Mao et al. 2016) 
New collisional ionisation data 
(Urdampilleta et al. 2017) 
Sophisticated charge exchange 
model (Gu et al.)

A brief history of AtomDB

Hitomi Perseus workshop @TUS, Sep 1, 2016

Difference in line energies (SPEX vs ATOMDB)
! Top 10 lines with large deviations in line energy

9

Name Transition Energy (keV) ∆ to S (%)
Lower Upper SPEX ATOMDB CHIANTI A C

Ni X X V I I Heα 1s2 (1S0) 1s.2s (3S1) 7.73153 7.74420 7.73162 +0.164 +0.001
Mn X X I V Heα 1s.2p (1P1) 6.18019 6.19011 N/A +0.161 N/A
NiX X V I I Heα 1s.2p (3P2) 7.78637 7.79885 7.78649 +0.160 +0.002
Cr X X I I I Heα 1s.2p (1P1) 5.68205 5.69068 N/A +0.152 N/A
MnX X I V Heα 1s.2s (3S1) 6.12105 6.12998 N/A +0.146 N/A

1s.2p (3P2) 6.16284 6.17171 N/A +0.144 N/A
CrX X I I I Heα 1s.2s (3S1) 5.62691 5.63471 N/A +0.139 N/A

1s.2p (3P2) 5.66506 5.67284 N/A +0.137 N/A
MnX X I V Heα 1s.2p (3P1) 6.15071 6.15891 N/A +0.133 N/A
CrX X I I I Heα 5.65484 5.66217 N/A +0.130 N/A
MnX X I V Heβ 1s.3p (1P1) 7.26822 7.27755 N/A +0.128 N/A
CrX X I I I Heβ 6.68077 6.68901 N/A +0.123 N/A
MnX X I V Heγ 1s.4p (1P1) 7.64988 7.65921 N/A +0.122 N/A
CrX X I I I Heγ 7.03123 7.03939 N/A +0.116 N/A
CaX I X Heβ 1s.3p (3P1) 4.57753 4.58221 4.57760 +0.102 +0.001
Ar X V I I Heβ 3.67961 3.68278 3.67938 +0.086 −0.006
S X V Heβ 2.88022 2.88258 2.88021 +0.082 −0.001
S X V Heγ 1s.4p (3P1) 3.03099 3.03341 3.03095 +0.080 −0.001
S X V Heδ 1s.5p (3P1) 3.10057 3.10301 N/A +0.079 N/A
SiX I I I Heβ 1s.3p (3P1) 2.17946 2.18109 2.17948 +0.075 +0.001
Si X I I I Heγ 1s.4p (3P1) 2.29278 2.29446 N/A +0.073 N/A
SiX I I I Heδ 1s.5p (3P1) 2.34507 2.34676 N/A +0.072 N/A
MnX X V Lyα 1s (2S1/2) 2p (2P1/2) 6.42349 6.42670 N/A +0.050 N/A
Cr X X I V Lyα 5.91643 5.91929 N/A +0.048 N/A
MnX X V Lyα 2p (2P3/2) 6.44159 6.44439 N/A +0.044 N/A
Cr X X I V Lyα 5.93178 5.93431 N/A +0.043 N/A
Ni X X V I I Heδ 1s2 (1S0) 1s.5p (1P1) 9.89100 9.89499 9.89104 +0.040 +0.000
Mn X X V Lyβ 1s (2S1/2) 3p (2P1/2) 7.61905 7.62207 N/A +0.040 N/A
Cr X X I V Lyβ 7.01720 7.01990 N/A +0.038 N/A
MnX X V Lyβ 3p (2P3/2) 7.62442 7.62731 N/A +0.038 N/A
Cr X X I V Lyβ 7.02175 7.02435 N/A +0.037 N/A
Ni X X V I I Heγ 1s2 (1S0) 1s.4p (1P1) 9.66711 9.66362 9.66738 −0.036 +0.003
Cr X X I V Lyγ 1s (2S1/2) 4p (2P3/2) 7.40376 7.40638 N/A +0.035 N/A
NiX X V I I Heβ 1s2 (1S0) 1s.3p (3P1) 9.17227 9.17043 9.17246 −0.020 +0.002
Ca X I X Heγ 1s.4p (1P1) 4.82158 4.82241 4.82166 +0.017 +0.002
Ca X I X Heβ 1s.3p (1P1) 4.58281 4.58352 4.58284 +0.015 +0.001

Continued on next page
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! Ni/Cr/Mn He! lines differ by ~10 eV 
! Next group is Ar/Ca He! and then Si/S He!—" at a few eV levels. 

! These are the lines used in gain correction in the atomic paper, and the relative 
di"erence are at the same magnitude of the “o"set” seen in the correction. 

! Fe lines (He#—He" and Ly#—Ly") have consistent energies within ~0.5 eV.
! Large di"erences in Fe lines in 

higher-n lines (n>=6: He$+ & Ly$+) 
! ~+10 eV for Fe He$+ 
! ~+4 eV for Fe Ly$+

Fe He#+ (1s-np: n>=6) 
+ Ly"

n=6 7 8 9 10



Thermal structure of the gas

- electron temperature 
- ion temperature 
- excitation temperature 
- ionization temperature
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Fig. 9. Left: The total velocity dispersion σv+th of bright lines as a function of the ion mass in the atomic mass unit (amu). For clarity, the data points for

the same element are slightly shifted horizontally. Black circles and gray crosses denote the lines detected at more than 10σ significance and at 5− 10σ

significance, respectively. Solid and dashed lines show the best-fit relation σv+th = (σ2
th +σ2

v)
1
2 (red solid) and its components σth (green dashed) and σv

(blue dashed) for the > 10σ lines. Dotted lines are the best-fit relation σv+th (red dotted) and its components σth (green dotted) and σv (blue dotted) for the

> 5σ lines. Right: The 68% confidence regions of kTion and σv for two parameters of interest (∆χ2 = 2.3) with a plus marking the best-fit values. Red solid

and green dashed contours represent the results for the > 10σ and > 5σ lines, respectively. For reference, the blue horizontal bar indicates the range of the

electron temperature measured in T paper.

different heavy elements. For example, kTion = 4 keV corresponds to σth = 83, 98, 110, 120 km s−1

for Fe, Ca, S, and Si, respectively. These thermal velocities tend to be smaller than σv even for

the lightest of currently observed elements, making the measurement of Tion challenging. In what

follows, we assume that the ions share a single kinetic temperature for simplicity.

The left panel of figure 9 shows the total velocity dispersion σv+th of lines detected at more

than 5σ significance listed in table 5. Unreliable measurements marked by notes 1–6 in table 5 have

been excluded. The lines from different elements show nearly consistent velocity dispersions with

a weakly-decreasing trend with ion mass. They are fit by σv+th = (σ2
v + σ2

th)
1
2 varying Tion and σv

as free parameters. The best-fit values are kTion = 10.2+5.0
−4.6 keV and σv = 107+35

−58 km s−1, with χ2 =

7.104 for 8 degrees of freedom. If only the most secure measurements at more than 10σ significance

(black circles in the left panel of figure 9) are used, the best-fit values are kTion = 7.3+5.3
−5.0 keV and

σv = 129+32
−45 km s−1, with χ2 = 2.640 for 5 degrees of freedom. If we vary just a single parameter σv

by setting σth = 0, we obtain σv = 174.3+4.1
−4.2 km s−1 with χ2 = 12.20 for 9 degrees of freedom from

the > 5σ lines, and σv =173.4±4.2 km s−1 with χ2 =4.848 for 6 degrees of freedom from the > 10σ

lines.

The red solid and green dashed contours in the right panel of figure 9 show the 68% confidence

regions of Tion and σv for the > 10σ lines and the > 5σ lines, respectively. As expected, a negative

correlation is found between Tion and σv. Albeit with large errors, the inferred ion temperature is

consistent within the 68% confidence level with the electron temperature reported in T paper. The
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> 5σ lines. Right: The 68% confidence regions of kTion and σv for two parameters of interest (∆χ2 = 2.3) with a plus marking the best-fit values. Red solid

and green dashed contours represent the results for the > 10σ and > 5σ lines, respectively. For reference, the blue horizontal bar indicates the range of the

electron temperature measured in T paper.

different heavy elements. For example, kTion = 4 keV corresponds to σth = 83, 98, 110, 120 km s−1

for Fe, Ca, S, and Si, respectively. These thermal velocities tend to be smaller than σv even for

the lightest of currently observed elements, making the measurement of Tion challenging. In what

follows, we assume that the ions share a single kinetic temperature for simplicity.

The left panel of figure 9 shows the total velocity dispersion σv+th of lines detected at more

than 5σ significance listed in table 5. Unreliable measurements marked by notes 1–6 in table 5 have

been excluded. The lines from different elements show nearly consistent velocity dispersions with

a weakly-decreasing trend with ion mass. They are fit by σv+th = (σ2
v + σ2

th)
1
2 varying Tion and σv

as free parameters. The best-fit values are kTion = 10.2+5.0
−4.6 keV and σv = 107+35

−58 km s−1, with χ2 =

7.104 for 8 degrees of freedom. If only the most secure measurements at more than 10σ significance

(black circles in the left panel of figure 9) are used, the best-fit values are kTion = 7.3+5.3
−5.0 keV and

σv = 129+32
−45 km s−1, with χ2 = 2.640 for 5 degrees of freedom. If we vary just a single parameter σv

by setting σth = 0, we obtain σv = 174.3+4.1
−4.2 km s−1 with χ2 = 12.20 for 9 degrees of freedom from

the > 5σ lines, and σv =173.4±4.2 km s−1 with χ2 =4.848 for 6 degrees of freedom from the > 10σ

lines.

The red solid and green dashed contours in the right panel of figure 9 show the 68% confidence

regions of Tion and σv for the > 10σ lines and the > 5σ lines, respectively. As expected, a negative

correlation is found between Tion and σv. Albeit with large errors, the inferred ion temperature is

consistent within the 68% confidence level with the electron temperature reported in T paper. The
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We also fitted each line in the same manner as described above, but using Voigt functions5

instead of Gaussians, for Heα w, Lyα1, Lyα2, Heβ1, and Heβ2. The best-fitting shapes after subtract-

ing the continuum and the components other than the main line are shown with dashed curves in the

upper panels of figure 8, and the best-fit widths are summarized in table 6. The Lorentzian widths of

Lyα and Heβ were much broader than the natural width. This may be due to large positive deviations

at around ±(400–500) km s−1. On the other hand, it was smaller than the natural width for Heα.

C-statistic decreased by 0.3, 6.3, and 2.0 for Heα, Lyα and Heβ, respectively, when compared with

that shown in table 5. Given these small improvements, we conclude that it is difficult to distinguish

the Voigt and Gaussian line shapes using the present data.

After integrating the data of the entire SXS FOV (60 kpc× 60 kpc), no clear deviations from

Gaussianity were found. This may be because deviations are spatially averaged and smeared out. To

investigate the line profile in smaller areas, we extracted spectra from several 2×2 pixel (20×20 kpc)

regions, and analyzed the Fe Heα w profiles similarly. We found no common residuals clearly seen

in Obs 2, 3, and 4 when the spectra of the pixels that corresponded to the same or similar sky regions

were compared. We also separated the data into two groups, the central region (including the AGN)

and the outer region, but obtained similar results. Finally, as independent indicators, the skewness

and the kurtosis of the line profiles were calculated, and they were broadly consistent with those of

Gaussian. No clear deviation from Gaussianity was found.

3.4 Ion temperature measurements

In the analysis presented in previous sections, the observed line profiles are analyzed assuming that

the ions are in thermal equilibrium with electrons and share the same temperature. High-resolution

spectra by Hitomi provide us the first opportunity to directly test this assumption for galaxy clusters.

As discussed in section 4, equilibration between electrons and ions takes longer than thermalization

of the electron and ion distributions. A difference between the ion and electron temperatures may

indicate a departure from thermal equilibrium.

The LOS velocity dispersion due to an isotropic thermal motion of ions is given by σth =
√

kTion/mion, where k is the Boltzmann constant, Tion is the ion kinetic temperature, and mion is the

ion mass. The LOS velocity dispersion from random hydrodynamic gas motions including turbulence,

σv, is assumed common for all the elements. Since only the former depends on mion, one can in

principle measure σth (i.e., Tion) and σv separately by combining the widths of lines originating from

5 For the Voigt function fitting, we used the patched model that is the same code as implemented in XSPEC 12.9.1l. See also

https://heasarc.gsfc.nasa.gov/xanadu/xspec/issues/issues.html.
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Fig. 5: E xcitation temperatures and ioniz ation temperatures derived from individual line ratios in (a) the E ntire core, (b) Nebula, (c)
R im, and (d) O uter regions. Cyan, green, orange, pink, and purple indicate Si, S, A r, Ca, and Fe, respectively. The results based on
A t omD B and S P E X A C T are shown by the solid and dotted lines, respectively. The horiz ontal dash-dotted lines show the best-fit kT l i n e

of the modified 1T model described in §3.2.1 and §3.3.

all consistent with the CIE prediction with the temperature of
2– 4 keV within the statistical 1– 2σ errors, however, the corre-
sponding T e are not constrained.

3.2 Modelling of the Broad-band Spectrum in the
Entire Core Region

We then tried to reproduce the broad-band (1.8 – 20.0 keV )
spectrum with optically-thin thermal plasma models based on
A t omD B and S P E X A C T . In the analysis of this section, we focused
on the spectrum of the E ntire core region in order to ignore the
contamination of photons scattered due to the point spread func-
tion (PSF ) of the telescope, and to investigate uncertainties due
to the atomic codes and the effective area calibration.

3 .2 .1 S ing le temperature plasma model
A lthough the SXS spectra indicate multi-temperature condi-
tions, we begin by fitting the data with the simplest model, that
is, a single temperature CIE plasma model (hereafter the 1CIE
model), with the temperature (kT1C I E ), the abundances of Si, S,
A r, Ca, Cr, Mn, Fe, and Ni, the line-of-sight velocity dispersion,
and the normaliz ation (N ) as free parameters. The abundances
of other elements from L i through Z n were tied to that of Fe.
Since the resonance line of H e-like Fe (Fe XXV w) is subject to
the resonance scattering effect (see the R S paper), we replaced it
by a single G aussian so that it does not affect the parameters we
obtained. The best-fit parameters are shown in Table 4; A t omD B
and S P E X A C T give consistent temperatures of 3.95± 0.01 keV
and 3.94± 0.01 keV , respectively. The C-statistics are within
the expected range that is calculated according to K aastra 2017,
and hence the fits are acceptable even in these simple models.

different transitions of 
same ionisation state

relative line strength of 
H-like versus He-like ions

A
r
L
y

relative line strength of 



pernovae that exploded within the galaxies in the clusters, giving us an additional handle on the associated 
energy injected into the IGM. 

Most  of the metals in the IGM are believed to have escaped the galaxies due to supernova- and AGN-driven 
outflows (a significantly smaller fraction of metals escapes due to ram-pressure stripping and galaxy-galaxy 
interactions). The physics and the energetics of these outflows, and the mixing of the metals with the ambient 
IGM, are poorly understood. ASTRO-H will allow us, for the first  time, to measure the velocity, thermal 
state, and the metallicity of the outflowing hot phase and estimate its momentum. These results will provide 
crucial ingredients for galaxy formation models.

Access to the required data
I am a member of the ASTRO-H Science Team and the host institute SRON is contributing hardware for the 
Soft X-ray Spectrometer on ASTRO-H. Through both channels, I have full access to the first nine months of 
proprietary data. In these first  months ASTRO-H will observe the Perseus, Virgo, and Coma clusters, and a 
few other bright  nearby clusters, groups, giant  elliptical galaxies, and starburst galaxies. In the early days of 
the mission, my team will work in coordination with the rest of the ASTRO-H collaboration. Afterwards, we 
will submit proposals through the open Guest Observer program. 

I have both approved observations and proprietary data from Chandra, XMM-Newton, Suzaku, JVLA, 
SOFIA, and CARMA. Through various close collaborations, I will have access to near-infrared and optical 
VLT  and HST data, and sub-mm ALMA data. Through an ongoing long-term collaboration with Prof. Megan 
Donahue at  Michigan State University, I have access to optical narrow band imaging and spectroscopy with 
the 4.1 meter SOAR telescope. Furthermore, at  SRON I will have access to guaranteed time observations 
with Chandra. Finally, all data obtained by satellites, the VLT, and ALMA become public after one year and 
we will use these archival data.

The proposed team and work plan
The team consists of the PI of this proposal Dr. Norbert  Werner, two postdocs (each for 3 years) and two 
Ph.D. students (each for 4 years). Details on the work plan are given in Table 1 and Part B2 of the proposal. 

NORBERT WERNER    BELLS           PART B1
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Fig. 3: Abundance measurements for a typical cluster of galaxies, illustrating the power of high-resolution 
spectroscopy with ASTRO-H. The expected abundance ratios relative to the Solar value are shown for Type 
Ia supernovae (SNIa), core-collapse supernovae (SNcc), and asymptotic giant branch (AGB) stars. Error 
bars show the expected uncertainty for a 200 ks exposure with the ASTRO-H SXS detector. ASTRO-H will 
measure the abundances of ! 20 elements from C to Ni, providing strong constrains on the origin of metals, 
including the initial mass function of the stellar populations that dominated the IGM enrichment.

Supernova nucleosynthesis
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Figure 1: T he H itomi/S X S spectra of the P erseus Cluster. (a) The spectrum (black) in the 1.8 – 9.0 keV
band modeled with an optically thin thermal plasma based on the atomic code A tomDB (red). The error
bars are at a 1σ confidence level. The emission from NG C 1275 (A G N) is indicated by the gray curve. The
spectrum is rebinned by 4 eV for clarity, though 1-eV bins were used for fitting. (b) The z oom-in spectrum
in the 5.3– 6 .4 keV band, where the emission from H e-like Cr and Mn are detected. The red-shifted Fe I

flu orescence from the A G N is resolved as well. (c) The same in the 7.4– 8 .0 keV band, highlighting the
Ni XXV II resonance (w) line clearly separated from the stronger Fe XXV H eβ and other emission. This
enables the first accurate measurement of the Ni abundance in a galaxy cluster. For comparison, an XMM-
Newton spectrum extracted from the same spatial region is shown as the blue data points.
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a 1σ confidence level and systematic uncertainty. The magenta arrows indicate the 1σ lower limit of the
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single sub-MCh WD,11 respectively. In each model, contributions from CC SNe27 are also taken into account
(see text). The red lines assume equal contributions of near-MCh SNe Ia and sub-MCh violent mergers,
providing a reasonable fit to the data.
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Hypothesis: 
the “recipe” for chemical enrichment of the 
Perseus Cluster is the same as the Solar 

neighbourhood (Lodders+09 measurement) 
chi2= 10.7 / 10 d.o.f

Simionescu et al., in prep
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Fig. 5. (a) The broad-band spectrum obtained by the SXS on-core 9 pixels, fitted with the model of the ICM plus AGN emission. Black is the on-core 9-pixels

SXS spectrum, while red is the spectrum of NGC 1275 derived by the PSF photometry method. The black and red solid lines are the best-fit bbvapec and

pegpwrlw component, respectively, derived by the fit to only the SXS on-core 9-pixels spectrum. (b) Enlargement of panel (a) around the Fe-Kα line region

without the models.

confidence). The line fluxes are in good agreement with that

in 2016 obtained from the Hitomi data despite the significant

brightening of the AGN continuum (powerlaw) emission indi-

cating a lack of immediate response of the line to continuum

changes.

To extract the AGN spectra from the HEG data, we run

chandra repro with the default parameter set. There is no evi-

dence for pile-up using the CIAO tool pileup map. The source

region is a rectangle surrounding dispersed X-rays with the

width of ∼ 4.8′′, whereas that for the background including the

ICM emission is two rectangles with the width of ∼ 22′′ located

on either side along the source region. The RMFs and ARFs

are produced by assuming a point source. To get a stronger

constraint on the Fe-Kα flux, we simultaneously fit the 4–

8 keV spectra in 1999 and 2000 using the model of powerlaw +

zgauss. We determine the continuum component (powerlaw)

independently in the two spectra but tie the Fe-Kα line intensity.

The resultant intensity is (2.35+6.74
−2.35)×10−6 photons cm−2 s−1,

consistent with those in the XMM-Newton (2001 and 2006) and

Hitomi (2016) observations.

In the same manner as for the Chandra/HEG data, we re-

process the Chandra/ACIS data, and find that while the nuclear

region (< 4′′) is badly affected by pile-up, the outer regions

are not affected. Hence, the Chandra/ACIS allows us to in-

vestigate if there is an Fe-Kα source other than the AGN. The

SXS pixel distribution of the Fe-Kα flux has already limited

the extent of the Fe-Kα emitter to be <
∼ 42′′, so we use the

Chandra/ACIS data to constrain the flux in the 4′′–45′′ annu-

lar region around the AGN. The background region is a 50′′

circle, where no other source is present. The 4–8 keV spec-

tra are extracted from all the Chandra/ACIS archival data listed

in table 1. With RMFs and ARFs optimized for the extended

source, we perform a simultaneous fitting to the 11 spectra with

a model consisting of thermal plasma emission from the ICM

and a neutral Fe-Kα line (apec + zgauss). All parameters in

the ICM model except for the redshift of 0.017284 (i.e., the

electron temperature, elemental abundance, and normalization)

are left free, while zgauss is treated in the same manner in the

HEG analysis. The neutral Fe-Kα line flux is constrained to

be (1.90+1.50
−1.49)× 10−6 photons cm−2 s−1. Although the de-

tection is significant at ∼ 97% confidence level, the resultant

flux is significantly smaller than those measured with XMM-

Newton/MOS and PN, Chandra/HEG, and Hitomi/SXS. We

conclude that the Fe-Kα emission in the region in the 4′′ − 42”

annulus from the core does not significantly contribute to the

Hitomi detection and thus the Fe-Kα flux observed with the

SXS comes mainly from the nucleus region within a 4′′ radius,

or ∼ 1.6 kpc from NGC 1275. Hence, the Fe-Kα emitter is

likely located within the circumnuclear material.

3.2 Broad-Band Spectral Analysis

3.2.1 Direct fit to the SXS on-core 9-pixels spectrum

We now turn to a broad-band spectral analyses of the SXS data

in order to constrain the AGN continuum. This requires a care-

ful decomposition of the spectrum into ICM and AGN compo-

nents; indeed, the spectrum of the AGN is important for any

detailed studies of the ICM emission. Because the spectral con-

tinuum of the AGN is different from that of the ICM, it is ef-

fective to study the broadest band as possible. In spite of its be-

ing, nominally, a soft X-ray instrument, the combination of the

SXT+SXS possesses sufficient sensitivity to detect NGC 1275

at ∼ 20 keV. At such high energies the AGN dominates the SXS

signal (see figure 5). The fact that the SXS gate-valve was still

closed during this observation limits the analysis to energies

above 1.8 keV. We use the same RMF as in §3.1.1 (see §2.1).

We use the diffuse and point-like source ARFs for the ICM and

ORIGIN OF FLUORESCENT FE LINE

- too narrow to come from broad line region or 
accretion disk 

!
- not spatially extended enough to come from 

interaction between ICM and cold gas in the 
nebula of NGC1275 

!
- likely a molecular torus or rotating molecular 

disk on 1-100 pc scale
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THE HUNT FOR DARK MATTER

Aharonian et al. 2017



For the flux measured with CCD 
spectra for the Perseus Cluster 

core: 
broad line excluded at 99% 

confidence 
narrow line excluded at 99.7 % 

confidence 
!

Signal from stacked cluster sample 
too weak to be excluded.

Hitomi collaboration 	
2016 submitted

For the flux measured with CCD spectra in the core of the Perseus Cluster,  
!
• a broad line (σ~DM velocity dispersion) is excluded at 99% confidence 
• a narrow line (σ~ICM velocity dispersion) is excluded at 99.7% confidence 
!
The signal from the stacked cluster sample was much lower than Perseus and is too 
weak to be excluded.

180 km/s 
800 km/s 
1300 km/s



We have a lot to learn from  
X-ray spectroscopy!

Stay tuned for XARM, 2020!


