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Outline 

•  Introduction 
–  Motivation 
–  The Daya Bay experiment 

•  Neutrino oscillation 
–  Latest measurements of θ13 and Δm2

ee using nGd samples 
–  Search for a light sterile neutrino 

 
•  Absolute measurement of reactor antineutrinos 

–  Flux 
–  Energy spectrum 
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Discoveries of Neutrino Oscillation 

Theoretical Predictions 

1 SNU = 10-36 interaction/atom/s 
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Neutrino Mixing Circa 2011 
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(2.45±0.09) × 10-3 eV2 
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Significance of Knowing θ13 

•  θ13 is the gateway to CP violation in the neutrino sector:
      P(νµ → νe) – P(νµ → νe) ∝ sin2θ13cosθ13 sinδ 
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•  Complete the determination of the mixing matrix 
 - guide model-building 

•  Determine νe fraction of ν3 

reduce uncertainties in  
predicting neutrino-related 
phenomena 



Calculated fission rate  
of a Palo Verde core 

From L.H. Miller (2000) 
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Production of Reactor νe 

•  Uncertainty in νe yield, ~2%, due to 
–  Thermal power (0.5%) 
–  Sampling of fuel 
–  Analysis of fractions of isotopes in 

samples 

ν e
/M

eV
/f

is
si

on
 

Resultant νe spectrum 
known to ~6% 

•  νe related to 235U, 239U, and 241Pu : 
-  measure β spectrum using thermal  
  neutron induced fission on the isotope 
-  convert β spectrum to νe spectrum  

•  νe related to 238U : 
-  νe spectrum is based on calculation, 

now measurement as well. 

•  A pure, intense source of low-energy νe: 
  3 GWth generates 6 × 1020 νe per sec 
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Detecting Reactor νe 

νe e+ 

γ 
γ 

γ 

γ γ 
n 

•   Detect inverse β-decay reaction (IBD) in liquid scintillator: 
νe + p → e+ + n  (prompt signal) 

→ + p → D + γ(2.2 MeV)    (delayed signal) 

→  + Gd → Gd* 
                      → Gd + γ’s(8 MeV)  (delayed signal) 

~180µs 

~30µs 
for 0.1% Gd 

•  Time- and energy-tagged signal is a good 
   tool to suppress background events. 
•  Energy of νe is given by: 

Eν ≈ Te+ + Tn + (mn - mp) + m e+ ≈ Te+ + 1.8 MeV  
tens of 

keV 
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From Bemporad, Gratta and Vogel 

 νe spectrum 
(no oscillation) 
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Determining θ13 With Reactor νe  

•  Look for disappearance of electron antineutrinos from 
  reactors: 

Large-amplitude 
oscillation due to θ12 

Small-amplitude oscillation 
due to θ13 integrated over E 

near 
detector 

far 
detector 
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•  Perform relative measurement, 
  for a given E : 

sin22θ13 = 0.1 

Correlated errors are cancelled & 
enable precise measurement.  
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Asia (23) 
Beijing Normal Univ., CGNPG, CIAE, CQU,  

Dongguan Univ. Tech., ECUST, IHEP, 
Nankai Univ., NCEPU, NCTU, Nanjing Univ.,  

NUDT, Shandong Univ., Shanghai Jiaotong Univ.,  
Shenzhen Univ., Tsinghua Univ., USTC,  
Xi’an Jiaotong Univ., Zhongshan Univ.,  

Chin. Univ. of Hong Kong, Univ. of Hong Kong,  
Nat. Taiwan Univ., Nat. Chiao Tung Univ.,  

National United Univ. 

Europe (2) 
JINR, Dubna, Russia 

Charles University, Czech Republic  

North America (16) 
BNL, Illinois Inst. Tech.,  

Iowa State Univ., LBNL, Princeton,  
RPI, Siena, Temple, UC-Berkeley,  
UC-Irvine, Univ. of Cincinnati,   
Univ. of Wisconsin-Madison,  

Univ. of Illinois-Urbana-Champaign, 
Virginia Tech., William & Mary, Yale  

South America (1) 
Cath. Univ. of Chile 

The Daya Bay Collaboration 
~200 members from 42 institutions 



55 km 



11 Daya Bay Nuclear Power Complex 

Daya Bay NPP 

Ling Ao NPP 

Ling Ao II NPP 

Maximum thermal power: 6 x 2.9 GWth 
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Daya Bay 
reactors  

Ling Ao 
reactors  

Ling Ao II 
reactors 

Daya Bay Near 
Hall (EH1) 

Ling Ao near 
Hall (EH2) 

Water 
Hall  

Far Hall (EH3)  

LS 
Hall  

Entrance  

 Tunnel  

Control  
Building 

Surface 
Assembly  
Building 
(SAB) 

m



Baselines 
Detailed Survey: 
 - GPS above ground 
 - Total Station underground 
 - Final precision: 18mm 
 
Validation: 
 - 3 independent calculations 
 - Cross-check survey 
 - Consistent with power plant  
    and design plans 
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Antineutrino Detector (AD) 

3m acrylic vessel 

192 PMTs 

4m acrylic tank sandwiched  
between top and bottom 

reflectors 

Stainless steel tank 

20t Gd-LS (target) 

20t liquid scint.(gamma catcher) 
37t mineral oil shield         

5m 

5m Absolute uncertainty: 3 kg 
  Relative uncertainty: 0.015%  



Muon Tagging System 
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•  Outer Cherenkov: 1-m thick 
    Inner Cherenkov: 1.5 m   
    2.5 m of water above ADs 

-  288 8” PMTs (near hall) 
-  384 8” PMTs (Far Hall) 

•  4-layer RPC modules above pool 
-  54 modules (near hall) 
-  81 modules (Far Hall) 



Operation of Daya Bay 
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Date Operation 
24 December 2011 Data taking with 6 ADs 

EH1: 2 ADs 
EH2: 1 AD 
EH3: 3 ADs 

28 July – 19 October 2012 Special calibration runs 
Installation of last 2 ADs 

19 October 2012 Data taking with 8 ADs 
20 Dec 2016 – 26 Jan 2017 Special calibration runs 

EH1 AD1 used for LS studies 
26 January 2017 Data taking with 7 ADs 

EH1: 1 ADs 
EH2: 2 AD 
EH3: 4 ADs 



Triggers & Their Performance 
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Discriminator threshold: 
  -  ~0.25 p.e. for PMT signal 
 
Triggers: 
  - AD: ≥ 45 PMTs (digital trigger) 
           ≥ 0.4 MeV (analog trigger) 
  - Inner Water Cherenkov: ≥ 6 PMTs 
  - Outer Water Cherenkov: ≥ 7 PMTs (near) 
                                            ≥ 8 PMTs (far) 
  
Trigger rate: 
  - AD: < 280 Hz 
  - Inner Water Cherenkov: < 250 Hz 
  - Outer Water Cherenkov: < 330 Hz 
  - Periodic: 10 Hz  

NHit 

ESum 



Calibration System of ADs 	

R=0 R=1.7725 m R=1.35m 

3 sources for each z-axis on a 
turntable (position accuracy < 5 mm): 

•  68Ge (2×0.511 MeV γ’s; 10 Hz ) 
•  241Am-13C neutron source (3.5 MeV n 
                  without γ; 0.7 Hz )  
  60Co (1.173+1.332 MeV γ’s; 100 Hz ) 
•  LED diffuser ball (500 Hz)	

Three axes: center, edge of 
target, middle of gamma 
catcher	
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3 Automatic Calibration Units (ACUs) on each detector   
ACU-A ACU-B ACU-C 



Stability of Calibration 
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Method A: base on weekly deployed 60Co and Am-C sources in           
ACUs 

Method B: use spallation neutrons daily 

Reconstructed energy of IBD n-Gd capture is stable to 
better than 0.2 %   

Method A Method B 



Improving Non-uniformity Correction 
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•  Use the Manual Calibration Unit with a 
Pu-C/60Co source deployed in AD1 to 
map out the response throughout the 
fudicial volume in (r, φ, z).  



Energy Calibration 
21 

Relative uncertainty of <0.2% 
between detectors. 

Position non-uniformity 
has been corrected for.     



Energy Resolution	
22 

Parametrization:	

where 
a : Spatial/temp. resolution 
b : Photon statistics 
c : Dark noise (constant) 
	

•  Calibrated primarily 
using γ sources 

•  Radioactive sources placed at the detector center 
•  Additional data from IBD and spallation neutrons, uniformly 

distributed in LS 
•  Alpha particles used as cross-check 

-  Larger uncertainties due to different response from electronics	
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FIG. 11. Comparison of the mean reconstructed energy between
antineutrino detectors for a variety of calibration references using (a)
calibration with 60Co sources (reconstruction A) and (b) calibration
with spallation neutrons (reconstruction B). EAD is the reconstructed
energy determined for each AD, while hEi is the eight-detector
average. The mean energy for each calibration reference was
obtained from the corresponding peak in the energy spectrum of all
regular data (natural alphas and gammas, neutrons from IBD and
muon spallation) and all weekly calibration runs (gammas from 68Ge
and 60Co sources, neutrons from Am-C sources) taken during the
time period when all eight ADs were in operation. An effective
fiducial volume selection has been applied on distributed sources
to suppress interactions outside the antineutrino target where AD-
to-AD differences are larger. Error bars are statistical only, and
systematic variations between detectors for all calibration references
were <0.2% for both reconstruction methods.
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FIG. 12. Energy resolutions measured for calibration sources,
neutron captures following inverse beta decay, and natural ↵
radioactivity within the scintillator (open blue markers). The
detector resolution was limited by the statistical uncertainty of
photoelectron counting, as modeled using Eq. 14 (blue solid line).
The resolutions were consistent with Monte-Carlo simulation (solid
orange markers). The simulation predicted that the intrinsic detector
resolution (dashed orange line) was slightly better than that estimated
for the calibration sources (solid orange line), since the latter suffered
from optical shadowing by the source encapsulation. The energy
resolutions for ↵ particles emitted by natural radioactivity (open blue
triangles) confirmed the intrinsic energy resolution.

scintillator are shown in Figure 12. Modeling of the detector856857

resolution using Eq. 14 gave a = 0.016, b = 0.081 MeV1/2,858

and c = 0.026 MeV. The total resolution was dominated by859

photoelectron counting statistics. Simulation predicted that860

the intrinsic resolution was slightly better than that observed861

for the calibration sources, since the latter suffered from862

optical shadowing by the source encapsulation. The intrinsic863

resolution was confirmed using natural ↵ radioactivity within864

the scintillator. No significant variations in detector energy865

resolution were observed among the eight detectors.866

D. Absolute Antineutrino Energy867

Aside from the relative calibration of the energy response868

between detectors, it was also necessary to calibrate the869

detectors in an absolute sense. In particular, interpretation870

of the distortion in the antineutrino energy spectrum871

by oscillation required characterization of the relationship872

between true ⌫e energy and the corresponding reconstructed873

IBD positron energy. While the uncertainty in absolute874

calibration had negligible impact on the measurement of875

✓13, it influenced the estimate of the neutrino mass-squared876

difference. This can be seen as a direct consequence of the877

ratio of �m
2
ee over E⌫ in Eq. 3.878

To the lowest order, the kinematics of the IBD interaction879

implied Eprompt ' E⌫ �0.8 MeV, where the prompt positron880

energy included 1.022 MeV from annihilation. The angular881

distribution of neutron recoil introduced a small energy-882

dependent correction to the above relation, and negligibly883



Energy Nonlinearity 
23 

Electronics nonlinearity 



IBD Selection with n-Capture on Gd	
24 

  

•  Reject flashing PMTs 
•  Veto muons: 

-  Pool muon: reject 0.6 ms 
-  AD muon (>20 MeV): reject 1 ms 
-  AD muon (>2.5 GeV): reject 1 s 

•  Prompt energy: 0.7 MeV < Ep < 12 MeV 
•  Delayed energy: 6 MeV < Ed < 12 MeV 
•  Neutron capture time : 1 µs < Δt < 200 µs 
•  Multiplicity cut: select isolated energy-pairs 

Antineutrino Candidate Selection
• Reject PMT flashers

• Muon veto:


- Water pool Muon: reject 0.6ms

- AD Muon (>20 MeV): reject 1 ms 
- AD Shower Muon (>2.5 GeV): reject 1s 

• Prompt positron Energy: 0.7 MeV < Ep < 12 MeV

• Delayed neutron Energy:  6 MeV < Ed < 12 MeV

• Neutron Capture time: 1 us < Δt < 200 us 
• Multiplicity cut: only select isolated candidate pairs

20

E�ciency Uncertainty

Correlated Uncorrelated

Target Protons 0.47% 0.03%

Flasher cut 99.98% 0.01% 0.01%

Delayed Energy cut 92.7% 0.97% 0.12%

Prompt Energy cut 99.81% 0.10% 0.01%

Capture time cut 98.70% 0.12% 0.01%

Gd capture ratio 84.2% 0.95% 0.10%

Spill-in correction 104.9% 1.50% 0.02%

Combined 80.6% 2.1% 0.2%

Table 3: Detector E�ciency

2

29

the time between the prompt and delayed signals, and also1998

avoided unwanted correlations in the estimation of the muon1999

and multiplicity veto efficiencies.2000

Both methods effectively resolved signal ambiguities, while2001

maintaining a signal acceptance efficiency of ⇠97.5%. The2002

efficiency was estimated in a fashion similar to that used2003

for the accidental background, by calculating the probability2004

for an uncorrelated signal to randomly occur in close time2005

proximity to a true ⌫e interaction. For selection A, the2006

efficiency was2007

✏
A
m = e

�Rp�t
✏mid ✏post, (30)

where Rp was the rate of prompt-like signals defined in the2008

discussion of the accidental background, and �t was 200 µs.2009

The probability for an uncorrelated signal to fall between the2010

true prompt and delayed signals, ✏mid, varied with the time2011

between these signals. On average it was2012

✏mid =

Z �t

0
e
�Rpt f(t) dt ⇠= 1�Rptc, (31)

where f(t) was the distribution of times between prompt2013

and delayed signals within 200 µs, and tc was the mean2014

of this distribution. At lowest order, the probability for an2015

uncorrelated signal to occur after the delayed signal, ✏post,2016

was simply exp(�Rp�t). The probability that the muon veto2017

truncated the time window after the candidate signal, reducing2018

the probability for detecting uncorrelated signals after the ⌫e2019

interaction, was not negligible. A correction for this time-2020

truncation was incorporated into ✏post. As a result, for a time2021

segment tis between vetoed periods,2022

✏
i
post =

8
<

:

⇣
1� �t

tis

⌘
e
�Rp�t + 1�e�Rp�t

Rptis
, for tis � �t,

1�e�Rp�t

Rptis
, for tis < �t.

(32)
Given the correlation of the multiplicity selection and muon2023

veto, the combined ⌫e selection efficiency was calculated2024

from a time-weighted average of the multiplicity efficiency2025

over the time segments tis between muon-vetoed periods,2026

✏µ✏
A
m =

 
X

i

✏
i
mt

i
s

!
/tDAQ, (33)

where tDAQ was the total DAQ livetime before application2027

of the muon veto. The average efficiency of the multiplicity2028

veto could be determined from comparison of ✏µ✏Am with ✏µ2029

calculated using Eq. 24. Uncertainty in f(t) resulted in a2030

systematic uncertainty of 0.02% in ✏
A
m, correlated between2031

detectors. Similarity of the observed f(t) between detectors2032

constrained potential uncorrelated variations in efficiency to2033

<0.01%.2034

Estimation of the multiplicity efficiency for selection B was2035

trivial by design. The efficiency was calculated from the2036

expression2037

✏
B
m = e

�2Rp�t
e
�Rd�t

. (34)

The probability of simultaneous multiplicity and muon vetos2038

was reduced to a negligible level, given the very low rate of2039

delayed-like signals. Uncertainty in ✏
B
m was insignificant.2040

C. Summary of Antineutrino Selection2041

1. Detection Efficiencies2042

Table V summarizes the efficiencies for detection of ⌫e2043

inverse beta decay in the GdLS target of each detector. The2044

combined efficiency was estimated to be 80.6%. Neutrons2045

which did not capture on Gd, as well as those n-Gd captures2046

which failed to produce signals with Erec > 6 MeV,2047

had the greatest impact on the efficiency. The number of2048

target protons and multiplicity cut efficiencies varied slightly2049

between detectors, and their precisely measured differences2050

are provided in Table I and Table VI.2051

TABLE V. A summary of the estimated efficiencies and their relative
uncertainties for detection of ⌫e inverse beta decay in the GdLS
target region of each antineutrino detector. The values are provided
for selection A, but differ negligibly for selection B. The number
of target protons and multiplicity cut efficiencies varied slightly
between detectors, and their precisely measured differences are
provided in Table I and Table VI. The estimated uncertainties are
divided into a correlated component, which was common for all
detectors, and an uncorrelated component, which captured potential
variations in efficiency between detectors. This latter component was
relevant for the measurement of neutrino oscillation.

Efficiency Correlated Uncorrelated
Target protons - 0.92% 0.03%
Flasher cut 99.98% 0.01% 0.01%
Delayed energy cut 92.7% 0.97% 0.08%
Prompt energy cut 99.8% 0.10% 0.01%
Multiplicity cut 0.02% 0.01%
Capture time cut 98.7% 0.12% 0.01%
Gd capture fraction 84.2% 0.95% 0.10%
Spill-in 104.9% 1.00% 0.02%
Livetime - 0.002% 0.01%
Combined 80.6% 1.93% 0.13%

2052

2053

Uncertainties in the detection efficiencies were divided2054

into correlated components, which were common for all2055

detectors, and uncorrelated components, which captured2056

potential variations in efficiency between detectors. The total2057

correlated relative uncertainty in efficiency was estimated to2058

be 1.93%. Spill-in neutrons, generated by ⌫e interactions2059

outside the GdLS target but which diffused into the target and2060

captured on Gd, caused the largest correlated uncertainty in2061

detection efficiency. Absolute uncertainties in the fraction of2062

neutrons in the GdLS target which captured on Gd, as well as2063

in the fraction of n-Gd captures which produced signals with2064

Erec < 6 MeV, were also significant. A detailed assessment2065

of correlated uncertainties is given in [55].2066

The absolute efficiencies and their correlated uncertainties2067

canceled when comparing the ratio of signals in the far2068

versus near detectors, as presented in Eq. 4. Therefore,2069

only the uncorrelated uncertainties were relevant for the far2070

versus near detector measurement of neutrino oscillation.2071

Variations in efficiency between detectors were estimated to2072

be 0.13%. The most significant variation in efficiency came2073

from potential differences in the fraction of neutrons which2074



Prompt/Delayed Energy 
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Clear separation of 
antineutrino events from  
most other signals 



Spatial Distributions of IBD candidates 

•  After applying 
all IBD 
selection cuts. 

•  Vertices from 
IBD candidates 
are uniformly 
distributed 
within 3m-IAV. 

Real data 
EH1-AD1 

Prompt signal 

Delayed signal 

3m-IAV (GdLS) 4m-OAV (LS) 

26 



Relative Performance of ADs 
27 

  IBD capture time       Prompt-energy spectra    Delayed-energy spectra	

 τcap ~ 29 µs 



Remaining Background 

•  Uncorrelated background 
–  Accidentals: two uncorrelated events 

‘accidentally’ pass the cuts and mimic IBD 
event. 

•  Correlated background 
–  Muon spallation products 

•  Fast neutron 
•  9Li/8He 

–  Correlated signals from 241Am-13C source 
–  13C(α,n)16O 

28 



Background: Accidentals 
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Two uncorrelated single signals mimic an antineutrino signal 
Rate and spectrum can be accurately predicted from singles data. 

EH1-AD1 EH1-AD2 EH2-AD3 EH2-AD8 EH3-AD4 EH3-AD5 EH3-AD6 EH3-AD7 

Accidental 
rate(/day) 

8.46±0.09 8.46±0.09 6.29±0.06 6.18±0.06 
 

1.27±0.01 1.19±0.01 1.20±0.01 0.98±0.01 
 



Background: Fast Neutrons 
30 

Can mimic the IBD signal: 
 - Prompt: Neutron collides/stops in 
                 target 
 - Delayed: Neutron captures on Gd 
 

n 

n 

tagged µ untagged µ 

Events tagged by muon veto. 

IBD-like signals in 0.7-100 MeV 

EH1 EH2 EH3 
Fast-n  

(/AD/day) 
0.79±0.10 0.57±0.07 0.05±0.01 



Background: 9Li/8He β-n Decays 
31 

9Li: τ½ = 178 ms, Q = 13. 6 MeV 
8He: τ½ = 119 ms, Q = 10.6 MeV 

- Generated by cosmic rays 
- Long-lived 
- Mimic antineutrino signal 

EH1 EH2 EH3 
9Li/8He  

(/AD/day) 
2.38±0.66 1.59±0.49 0.19±0.08 



241Am-13C Source Background	
32 

  

Background Budget

24
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•  Placed a ~59 Hz Am-C 
    source on top of EH3 AD5  
    for 10 days in summer of 2012 
    to understand this background. 

•  Removed this source from 
ACU-B and ACU-C from all ADs 
in EH3 in summer of 2012. 

(59 Hz AmC) 

(59 Hz AmC) 

(59 Hz AmC) 



Background: 13C(α,n)16O 

Potential alpha source: 
      238U, 232Th, 235U, 210Po  

Each of them are measured 
in-situ: 

U&Th: cascading decay of  

           Bi(or Rn) – Po – Pb 
  210Po: spectrum fitting 

Combining (α,n) cross-section, 
correlated background rate is 
determined. 

Example alpha 
rate in AD1 

238U 232Th 235U 210Po 

Bq 0.05 1.2 1.4 10 

33 

EH1-AD1 EH1-AD2 EH2-AD3 EH2-AD8 EH3-AD4 EH3-AD5 EH3-AD6 EH3-AD7 
13C(α,n)16O 
rate(/day) 

0.08±0.04 0.07±0.04 0.05±0.03 0.07±0.04 
 

0.05±0.03 0.05±0.03 0.05±0.03 0.05±0.03 
 



Summary of Signal and Background	
34 

•  Consistent rates for side-by-side detectors 

•  Obtained ~4 x 106 IBD events in 1958 days with 
 - 6 ADs (217 days) 
 - 8 ADs (1524 days) 
 - 7 ADs (217 days) 



Prompt-energy Spectrum in 2018	
35 

1958 days of data  

•  3.5 millions inverse beta 
decay candidates (IBDs) 
were detected in the near 
halls. 

•  0.5 million IBDs were 
observed in the far hall. 

•  Daily rate was ~2500 IBDs 
in the near halls and ~300 
IBDs in the far hall. 

•  ≤ 2% backgrounds. 



Most Precise sin22θ13 & Δm2
ee 	

36 

sin22θ13 = 0.0856 ± 0.0029   
|Δm2

ee| = (2.522       ) × 10-3 eV2 

P(νe →νe ) =1− sin
2 2θ13 sin

2 Δmee
2 L

4E
$
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1958 days of data  
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sin22θ13 & Δm2
32 : Global Landscape 
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|Δm2
32| obtained with νe & νµ agree, supporting 3-flavor paradigm 

Δm2
32  

Normal mass 
hierarchy 

sin22θ13 



Outlook of sin22θ13 & Δm2
ee  
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sin22θ13 

Δm2
ee 

PRD 95, 072006 (2017) 

PRL 121, 241805 (2018) 

★ 

★ 

PRL 121, 241805 (2018) 

★ 

★ 
PRD 95, 072006 (2017) 

0.0025 

0.06 × 10-3 eV2 



Sterile-active Neutrino Oscillation 

P(νe →νe ) ≅1− sin
2 2θ14 sin

2 Δm41
2 L

4Eν

%

&
'

(

)
*− cos4θ14 sin

2 2θ13 sin
2 Δmee

2 L
4Eν

%

&
'

(

)
*

•  Assume mixing of 3 favours of active neutrinos with 1 sterile 
neutrino.  

•  Survival probability of reactor antineutrino is modified: 
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Introduction
• If exists, Daya Bay would see additional rate and spectral 

distortion from sterile neutrinos

4

 [km/MeV]
ν

 / E
eff

L
0 0.2 0.4 0.6 0.8

)
e

ν
→

e
ν

P
(

0.9

0.95

1
EH1

EH2

EH3

 best fitν3 

 + sterile (illustration)ν3 



Look For Additional Spectral Distortion 
40 

•  Multiple baselines and detectors 
-  cover a broad mass range to search for sterile neutrino 
-  relative measurement of energy spectra reduces systematic errors 

621 days of data 



Limit on A Light Sterile Neutrino 
41 

•  Two analyses yield 
consistent results 

•  Results are insensitive 
to combinations of mass 
hierarchies for active 
and sterile neutrinos 

•  Provide the best limit in 
the |Δm2

41| < 0.1 eV2 
region 

•  Region of |Δm2
41| < 

0.3eV2 is insensitive to 
the reactor antineutrino 
flux model   

621 days 
of data   



Sterile Neutrinos: MINOS+Daya Bay+Bugey-3 
•  νµ to νe appearance results from LSND and MiniBooNE 

hinted sin22θµe > 0 . 
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PRL 117, 151802 (2016) PRL 117, 151803 (2016) 



Sterile Neutrinos: MINOS+Daya Bay+Bugey-3 

•  Allowed region of LSND and MiniBooNE is excluded for 
    Δm2

41 < 0.8 eV2 (95% c.l.)   

43 

PRL 117, 151801 (2016) 



Reactor Antineutrino Anomaly 
44 

•  Reactor antineutrino flux at short distance is ~6% smaller 
–  New calculations yielded 3% more flux  

•  Mention etal., PRD 83, 054615 (2011) and update (2012) 
•  Huber PRC 84, 024617 (2011) 

–  Included contributions from long-lived isotopes  
–  Measured neutron lifetime has decreased, leading to larger σ(IBD).  

NJP 13, 063004 (2011) 



Reactor νe : Absolute Flux 

•  Reactor νe anomaly due to  
–  new physics ? 
–  incomplete theoretical understanding ? [see Huber’s Neutrino 2016 talk] 

45 

Previous average: 
R = 0.942 ± 0.009 (exp) 
      ± 0.025 (model) 

RENO (500 days) : 
R = 0.946 ± 0.021 (prelim.) 

R
 =

 D
at

a 
/ H

ub
er

+M
ul

le
r

Y = (1.55±0.03) x 10-18 cm2/GW/day 

Daya Bay (1230 days) : 
R = 0.952 ± 0.014 ± 0.023 

arXiv: 1808.10836 



Sterile Neutrino As A Solution 

Reactor anti-neutrino anomaly may be due to  
sterile-active neutrino oscillation with Δm2 ~ 1 eV2: 

46 



47 

IBD Yields Per Fission 

 
•  7.8% overestimation of predicted anti-neutrino flux from 

235U 
•  235U could be the key source of the reactor anti-neutrino 

anomaly. 

PRL 118 (2017) 251801 
1230 days, near detectors 



Excess Near 5 MeV in Spectrum 
48 

Prediction: Huber+Mueller 

15/12/2014

The Double Chooz experiment: Analysis and Results

17/06/2015                                                                   Héctor Gomez – Neutrino Geoscience 2015                                                                        11 / 31

● Far Detector operation and analysis:

● Last analysis for n – Gd capture channel with 467.9 live days of data, published in [1]

[1] JHEP 10 (2014) 086

Rate + Shape (R+S) analysis

Comparison between the observed IBD candidates spectrum and the predicted one

sin
2(2θ

13
)=0.090−0.029

+0.032 (stat+sys)

5

the oscillation analysis of the same data [16]. The detector277

response was determined in two ways. The first method se-278

quentially applied a simulation of energy loss in the inactive279

acrylic vessels, and analytical models of energy scale and en-280

ergy resolution. The energy scale model was based on em-281

pirical characterization of the spatial non-uniformity and the282

energy non-linearity with improved calibration of the scintil-283

lator light yield and the electronics response [35]. The energy284

scale uncertainty was about 1% in the energy range of reac-285

tor antineutrinos [35]. The second method used full-detector286

simulation with the detector response tuned with the calibra-287

tion data. Both methods produced consistent predictions for288

prompt energies above 1.25 MeV. Around 1 MeV, there was a289

slight discrepancy due to different treatments of IBD positrons290

that interact with the inner acrylic vessels. Additional uncer-291

tainty below 1.25 MeV was included to cover this discrepancy.292
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The highest energy bin con-
tains all events above 7 MeV. The gray hatched and red filled bands
represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.

Figure 2 shows the comparison of the observed prompt en-293

ergy spectrum with the predictions. The predicted spectra294

were normalized to the measurement thus removing the de-295

pendence on the total rate. Agreement between a prediction296

and the data was quantified with the �2 defined as297

�2 =
X

i,j

(Nobs
i �Npred

i )V �1
ij (Nobs

j �Npred
j ), (4)

where Nobs(pred)
i is the observed (predicted) number of events298

at the i-th prompt energy bin and V is the covariance ma-299

trix that includes all statistical and systematic uncertainties.300

The systematic uncertainty portion of the covariance matrix301

V was estimated using simulated data sets with randomly302

fluctuated detector response, background contributions, and303

reactor-related uncertainties, while the statistical uncertainty304

portion was calculated analytically. A comparison to the Hu-305

ber+Mueller model yielded a �2/NDF, where NDF is the num-306

ber of degrees of freedom, of 43.2/24 in the full energy range307

from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The308

ILL+Vogel model showed a similar level of discrepancy from309

the data at 2.4�.310

The ratio of the measured to predicted prompt energy spec-311

tra is shown in panel B of Fig. 2. A discrepancy is apparent312

around 5 MeV. Two approaches were adopted to evaluate the313

significance of local discrepancies. The first was based on the314

�2 contribution of each energy bin, which is evaluated by315

e�i =
Nobs

i �Npred
i���Nobs

i �Npred
i

���

sX

j

�2
ij ,

where �2
ij ⌘ (Nobs

i �Npred
i )V �1

ij (Nobs
j �Npred

j ).

(5)

As shown in panel C of Fig. 2, there is a larger contribution316

around 5 MeV. In the second approach, the significance of317

the deviations are conveyed with p-values calculated with lo-318

cal energy windows. A free-floating nuisance parameter for319

the normalization of each bin within a chosen energy window320

was introduced to the fitter that was used in the neutrino oscil-321

lation analysis. The difference in the minimum �2 before and322

after introducing these nuisance parameters was used to evalu-323

ate the p-value of the deviation from the theoretical prediction324

within each window. The p-values with a 1-MeV energy win-325

dow are shown in panel C of Fig. 2. Moreover, the p-value326

for a 2-MeV window between 4 and 6 MeV was 5.4 ⇥ 10�5,327

which corresponds to a 4.0� deviation. The ILL+Vogel model328

showed a similar level of discrepancy between 4 and 6 MeV.329

The number of events in excess of the predictions in the 4-330

6 MeV region was estimated to comprise approximately 1%331

of all events in both the near and far detectors. This excess332

is approximately 10% of events within the 4-6 MeV region.333

This discrepancy was found to be time-independent and cor-334

related with reactor power, therefore disfavoring hypotheses335

involving detector response and unknown backgrounds. A re-336

cent ab-initio calculation of the antineutrino spectrum showed337

a similar deviation from previous predictions in the 4-6 MeV338

region [36], and identified prominent fission daughter iso-339

topes as a potential explanation, as was similarly discussed in340

Ref. [37]. A recent evaluation of uncertainties in forbidden de-341

cays suggested an additional 4% uncertainty in both the yield342
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simulation with the detector response tuned with the calibra-287

tion data. Both methods produced consistent predictions for288

prompt energies above 1.25 MeV. Around 1 MeV, there was a289

slight discrepancy due to different treatments of IBD positrons290

that interact with the inner acrylic vessels. Additional uncer-291

tainty below 1.25 MeV was included to cover this discrepancy.292
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The highest energy bin con-
tains all events above 7 MeV. The gray hatched and red filled bands
represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.

Figure 2 shows the comparison of the observed prompt en-293

ergy spectrum with the predictions. The predicted spectra294

were normalized to the measurement thus removing the de-295

pendence on the total rate. Agreement between a prediction296

and the data was quantified with the �2 defined as297
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where Nobs(pred)
i is the observed (predicted) number of events298

at the i-th prompt energy bin and V is the covariance ma-299

trix that includes all statistical and systematic uncertainties.300

The systematic uncertainty portion of the covariance matrix301

V was estimated using simulated data sets with randomly302

fluctuated detector response, background contributions, and303

reactor-related uncertainties, while the statistical uncertainty304

portion was calculated analytically. A comparison to the Hu-305

ber+Mueller model yielded a �2/NDF, where NDF is the num-306

ber of degrees of freedom, of 43.2/24 in the full energy range307
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around 5 MeV. In the second approach, the significance of317

the deviations are conveyed with p-values calculated with lo-318
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was introduced to the fitter that was used in the neutrino oscil-321
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ate the p-value of the deviation from the theoretical prediction324
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dow are shown in panel C of Fig. 2. Moreover, the p-value326

for a 2-MeV window between 4 and 6 MeV was 5.4 ⇥ 10�5,327

which corresponds to a 4.0� deviation. The ILL+Vogel model328

showed a similar level of discrepancy between 4 and 6 MeV.329
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6 MeV region was estimated to comprise approximately 1%331
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a similar deviation from previous predictions in the 4-6 MeV338
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topes as a potential explanation, as was similarly discussed in340

Ref. [37]. A recent evaluation of uncertainties in forbidden de-341
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response was determined in two ways. The first method se-278

quentially applied a simulation of energy loss in the inactive279

acrylic vessels, and analytical models of energy scale and en-280
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pirical characterization of the spatial non-uniformity and the282
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lator light yield and the electronics response [35]. The energy284

scale uncertainty was about 1% in the energy range of reac-285

tor antineutrinos [35]. The second method used full-detector286

simulation with the detector response tuned with the calibra-287

tion data. Both methods produced consistent predictions for288

prompt energies above 1.25 MeV. Around 1 MeV, there was a289

slight discrepancy due to different treatments of IBD positrons290

that interact with the inner acrylic vessels. Additional uncer-291
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The highest energy bin con-
tains all events above 7 MeV. The gray hatched and red filled bands
represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.

Figure 2 shows the comparison of the observed prompt en-293

ergy spectrum with the predictions. The predicted spectra294

were normalized to the measurement thus removing the de-295

pendence on the total rate. Agreement between a prediction296

and the data was quantified with the �2 defined as297

�2 =
X
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(Nobs
i �Npred

i )V �1
ij (Nobs

j �Npred
j ), (4)

where Nobs(pred)
i is the observed (predicted) number of events298

at the i-th prompt energy bin and V is the covariance ma-299

trix that includes all statistical and systematic uncertainties.300

The systematic uncertainty portion of the covariance matrix301

V was estimated using simulated data sets with randomly302

fluctuated detector response, background contributions, and303

reactor-related uncertainties, while the statistical uncertainty304

portion was calculated analytically. A comparison to the Hu-305

ber+Mueller model yielded a �2/NDF, where NDF is the num-306

ber of degrees of freedom, of 43.2/24 in the full energy range307

from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The308

ILL+Vogel model showed a similar level of discrepancy from309

the data at 2.4�.310
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As shown in panel C of Fig. 2, there is a larger contribution316

around 5 MeV. In the second approach, the significance of317

the deviations are conveyed with p-values calculated with lo-318

cal energy windows. A free-floating nuisance parameter for319

the normalization of each bin within a chosen energy window320

was introduced to the fitter that was used in the neutrino oscil-321

lation analysis. The difference in the minimum �2 before and322

after introducing these nuisance parameters was used to evalu-323

ate the p-value of the deviation from the theoretical prediction324

within each window. The p-values with a 1-MeV energy win-325

dow are shown in panel C of Fig. 2. Moreover, the p-value326

for a 2-MeV window between 4 and 6 MeV was 5.4 ⇥ 10�5,327

which corresponds to a 4.0� deviation. The ILL+Vogel model328

showed a similar level of discrepancy between 4 and 6 MeV.329

The number of events in excess of the predictions in the 4-330

6 MeV region was estimated to comprise approximately 1%331

of all events in both the near and far detectors. This excess332

is approximately 10% of events within the 4-6 MeV region.333

This discrepancy was found to be time-independent and cor-334

related with reactor power, therefore disfavoring hypotheses335

involving detector response and unknown backgrounds. A re-336

cent ab-initio calculation of the antineutrino spectrum showed337

a similar deviation from previous predictions in the 4-6 MeV338

region [36], and identified prominent fission daughter iso-339

topes as a potential explanation, as was similarly discussed in340

Ref. [37]. A recent evaluation of uncertainties in forbidden de-341

cays suggested an additional 4% uncertainty in both the yield342

Double Chooz [JHEP 10, 086(2014)] 

Daya Bay [PRL 116, 061801 (2016)]  

RENO Preliminary  

Combined 3 near detectors 

Excess tracks reactor power. 



Summary 
49 

•  Daya Bay continues to be the leading reactor-based 
neutrino experiment that 
•  has acquired the largest sample of reactor 

antineutrinos 
•  provides the most precise measurement of  

     -  sin22θ13 and Δm2
ee  

     -  absolute reactor antineutrino spectrum 
•  has the best sensitivity of searching for a light sterile 

neutrino with ~10-3 eV2 < mass < ~10-1 eV2 
•  yields interesting results on other topics. 

•  Daya Bay will stop data taking by the end of 2020 
•  Precision in sin22θ13 ≈ 0.0025 

- Remains the most precise in the foreseeable future 
•  Precision in Δm2

ee ≈ 0.06 × 10-3 eV2 
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Thank You 


