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Big Bang and Beyond



Cosmic Microwave Background
• The Universe is isotropic and homogeneous 

• Same in all directions, and uniform over large 
scales

2.725 Kfrom Planck Satellite

2.72548±0.00002 K  
(fluctuations 

1 part in 100000)



What Makes Up the Universe?

Dark Energy

Dark 
Matter

Ordinary 
Matter



Dark Matter
• “Dark” matter is dark because it neither absorbs 

nor emits light 

• Cosmologically, “cold dark matter” (CDM) behaves 
as a physicist’s “ideal” substance 

• Cold: slow-moving 

• Only gravity, no messy gas physics 

• Like working in a frictionless  
vacuum!

Kaeler (SLAC)



Dark Energy

? ?
• Acts like a “negative pressure” accelerating the 

expansion of the Universe 

• We do not know what it is 

• Simplest model of Dark Energy is the 
“Cosmological Constant” (Λ) 

• The “ΛCDM Universe” 

• Does Dark Energy evolve with time?



Two Universes

movie, simulation: Ralf Kaehler, Yao-Yuan Mao, Risa Wechsler (Stanford/SLAC)

Same start, different cosmologies



The Cosmic Web
• Nodes, filaments, and voids … at all scales 
• Depends on amount of Dark Matter (ΩM), Dark 

Energy (ΩΛ), and “clumpiness” (σ8)

Visualization: Ralf Kaehler, Tom Abel; Simulation: Oliver Hahn, Tom Abel 



The Cosmic Web

Visualization: Ralf Kaehler, Tom Abel; Simulation: Oliver Hahn, Tom Abel 

zoom in on this node…



Dark Matter Halo
• A big puffy ball of dark matter

Dark Matter “Halo”
“sub-halo”



• Count and Weigh these dark matter halos as a function  
                                                   of cosmic time

The “Halo Mass Function”

Halo Mass
movie, simulation, statistics: Matt Becker, Ralf Kaehler, Yao-Yuan Mao, Rachel 

Reddick, Risa Wechsler (Stanford/SLAC)
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“Red,” Elliptical Galaxies
• “Happy families are all alike; every unhappy family 

is unhappy in its own way.” - Leo Tolstoy 

• The galaxies in clusters are happy families of 
elliptical galaxies 

• Star formation ended billions of years ago 

• Old stars, fading away



• Galaxy Clusters are…  
clusters of galaxies 

• Bigger clusters are  
bigger (in all 
respects) 

• Can count members  
to compute “richness” 

• Richness is a “proxy”  
for mass

Galaxy Clusters

Hubble image of Abell 1689



“The largest bound objects 
in the Universe”



Cluster “Red Sequence”

Animation by Josh Meyers
Faint→←Bright

Re
d→

←
Bl

ue
Hubble image of distant cluster

Red 
Sequence

Blue 
Cloud



Cluster Red Sequence
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Dark Energy Survey
• “Dark Energy Camera” on the Blanco  

telescope in Chile 

• 570 megapixel camera 

• International collaboration of 100s  
of astrophysicists in US, UK, Spain,  
Germany, Australia, Brazil, Switzerland 

• Completed  
6th year of 5 year  
mission



 5′x 5′30′x30′90′x90′

SCSO J2332-5358, 
z=0.40 

bright x-ray/SZ cluster

DES images made 
by P. Melchior + E. Suchyta

 5′x 5′

 30′x 30′



Vera Rubin Observatory 
Legacy Survey of Space and Time

• 8.4 meter primary mirror 

• 10 deg2 field of view 

• 3.2 gigapixel camera 

• Image entire visible sky in  
3-4 days 

• DES-equivalent every couple  
of months 😲 

• 20 terabytes of data per night  
for 10 years

LSST Simulated Image



LSST vs DES
• From my perspective, LSST is a super-DES: 

• Deeper! More area! More galaxies! 

• LSST is of course much more: 
• Time domain in the  

“wide-fast-deep” survey 
• Galactic plane survey

20
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Figure 27 Selection function for several representative cluster samples, as labelled. The top panels
show surveys that are completed or currently ongoing. The bottom panels show future surveys.
Left panels show the limiting mass as a function of redshift, while right panels show the number
of galaxy clusters above the limiting mass in redshift bins of width ∆z = 0.1. The yellow region in
the left panels corresponds to the area in parameter space where one expects fewer than one galaxy
cluster above the mass and redshift under consideration. For the abundance plot, we consider the
appropriate area for each of the surveys: 30,000 deg2 for the eROSITA and Planck cluster samples,
10,000 deg2 for the REFLEX sample, 20,000 deg2 for LSST, 10,000 deg2 for SDSS, 5,000 deg2 for
DES, 1,000 deg2 for RCS-2, 2500 deg2 for SPT, 600 deg2 for SPTpol, and 4000 deg2 for ACTPol.
The current ACT survey (not plotted) is similar to SPT, with a somewhat higher mass threshold
and a 1000 deg2 survey area. Different line types are used only to aid visual discrimination.
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redMaPPer 
• The red-sequence Matched-filter Probabilistic Percolation 

algorithm and catalogs (Rykoff+14, Rykoff+16) 
• Red-sequence cluster finder based on optimized 

richness estimator λ (Rozo, Rykoff+09, Rykoff+12) 
• Every galaxy (in the survey!) gets a membership 

probability 
• High precision photometric redshifts by fitting all 

members to the red sequence simultaneously 
• Probabilistic centering algorithm 
• Primary cluster finder for DES and (so far) in LSST DESC

21



redMaPPer on DES Y1
• Approximately 1500 deg2, out of total 5000 deg2 survey 
• Overlapping the South Pole Telescope (SPT) region + 

equatorial “Stripe 82” 
• Much work to get good photometry and uniformity (see 

Drlica-Wagner, Sevilla, Rykoff+2018)
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1 INTRODUCTION

Galaxy clusters have the potential to be the most powerful cos-
mological probe (Dodelson et al. 2016). Current constraints are
dominated by uncertainties in the calibration of cluster masses
(e.g., Mantz et al. 2015a; Planck Collaboration et al. 2016; Rozo
et al. 2010). Weak lensing allows us to determine the mass of
galaxy clusters: gravitational lensing of background galaxies by
foreground clusters induces a tangential alignment of the back-
ground galaxies around the foreground cluster. This alignment is a
clear observational signature predicted from clean, well-understood
physics. Moreover, the resulting signal is explicitly sensitive to all
of the cluster mass, not just its baryonic component, and is insensi-
tive to the dynamical state of the cluster. For all these reasons, weak
lensing is the most robust method currently available for calibrating
cluster masses. It is therefore not surprising that the community has
invested in a broad range of weak lensing experiments specifically
designed to calibrate the masses of galaxy clusters (von der Linden
et al. 2014a,b; Applegate et al. 2014a; Hoekstra et al. 2015; Ok-
abe & Smith 2016; Mantz et al. 2015b; Melchior et al. 2017; Simet
et al. 2017; Murata et al. 2018; Dietrich et al. 2017; Miyatake et al.
2018; Medezinski et al. 2018b).

The Dark Energy Survey (DES) is a 5,000 square degree pho-
tometric survey of the southern sky. It uses the 4-meter Blanco Tele-
scope and the Dark Energy Camera (Flaugher et al. 2015) located
at the Cerro Tololo Inter-American Observatory. As its name sug-
gests, the primary goal of the DES is to probe the physical nature
of dark energy, in addition to constraining the properties and dis-
tribution of dark matter. Owing to its large area, depth, and image
quality, at its conclusion DES will support optical identification of
⇠ 100, 000 galaxy clusters and groups up to redshift z ⇡ 1. We use
galaxy clusters identified using the redMaPPer algorithm (Rykoff
et al. 2014), which assigns each cluster a photometric redshift and
optical richness � of red galaxies. To fully utilize these clusters,
one must understand mass-observable relations (MORs), such as
that between cluster mass and optical richness. Weak lensing can
establish this relation – with high statistical uncertainty for individ-
ual clusters, but low systematic uncertainty in the mean mass scale
derived from the joint signal of large samples.

In this work, we use stacked weak lensing to measure the mean
galaxy cluster mass of redMaPPer galaxy clusters identified in DES
Year 1 (Y1) data. We use these data to calibrate the mass–richness–
redshift relation of these clusters. In Melchior et al. (2017) we pro-
vided a first calibration of this relation using DES Science Verifica-
tion (SV) data. There, we were able to achieve a 9.2 per cent statis-
tical and 5.1 per cent systematic uncertainty. Here, we update that
result using the first year of regular DES observations, incorporat-
ing a variety of improvements to the analysis pipeline. Our results
provide the tightest, most accurate calibration of the richness–mass
relation of galaxy clusters to date, at 2.4 per cent statistical and 4.3
per cent systematic uncertainty.

The structure of this paper is as follows. In Section 2, we intro-
duce the DES Y1 data used in this work. In Section 3 we describe
our methodology for obtaining ensemble cluster density profiles
from stacked weak lensing shear measurements, with a focus on up-
dates relative to Melchior et al. (2017). A comprehensive set of tests
and corrections for systematic effects is presented in Section 4. The
model of the lensing data and the inferred stacked cluster masses
are given in Section 5. The main result, the mass–richness–redshift
relation of redMaPPer clusters in DES, is presented in Section 6.
We compare our results to other published works in the literature
in Section 7, discuss systematic improvements made in this work

Figure 1. Surface density of source galaxies in the METACALIBRATION
catalog within the DES Y1 footprint in the “S82” field (top) and the “SPT”
field (bottom).

compared to Melchior et al. (2017) in Section 8, and conclude in
Section 9. In Appendix A we present the DES Y1 redMaPPer cata-
log used in this work for public use. Supplementary information on
the analysis is given in additional appendices.

Unless otherwise stated, we assume a flat ⇤CDM cosmology
with ⌦m = 0.3 and H0 = 70 km s–1 Mpc–1, with distances defined
in physical coordinates, rather than comoving. Finally, unless oth-
erwise noted all cluster masses refer to M200m. That is, cluster mass
is defined as the mass enclosed within a sphere whose average den-
sity is 200 times higher than the mean cosmic matter density ⇢̄m
at the cluster’s redshift, matching the mass definition used in the
cosmological analyses that make use of our calibration.

2 THE DES YEAR 1 DATA

DES started its main survey operations in 2013, with the Year One
(Y1) observational season running from August 31, 2013 to Febru-
ary 9, 2014 (Drlica-Wagner et al. 2018). During this period 1839
deg2 of the southern sky were observed in three to four tilings in
each of the four DES bands g, r, i, z, as well as ⇠1800 deg2 in the
Y-band. The resulting imaging is shallower than the SV data re-
lease but covers a significantly larger area. In this study we utilize
approximately 1500 deg2 of the main survey, split into two large
non-contiguous areas. This is a reduction from the 1800 deg2 area
due to a series of veto masks. These masks include masks for bright
stars and the Large Magellanic Cloud, among others. The two non-
contiguous areas are the “SPT” area (1321 deg2), which overlaps
the footprint of the South Pole Telescope Sunyaev-Zel’dovich Sur-
vey (Carlstrom et al. 2011), and the “S82” area (116 deg2), which
overlaps the Stripe-82 deep field of the Sloan Digital Sky Survey
(SDSS; Annis et al. 2014). The DES Y1 footprint is shown in Fig-
ure 1.

In the following we briefly describe the main data products
used in this analysis, and refer the reader to the corresponding pa-
pers for more details. The input photometric catalog, as well as
the photometric redshift and weak lensing shape catalogs used in
this study have already been employed in the cosmological analysis
combining galaxy clustering and weak lensing by the DES collab-
oration (DES Collaboration et al. 2017).

c� 2017 RAS, MNRAS 000, 1–26
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Figure 3. Photometric redshift performance of the DES Y1 redMaP-
Per cluster catalog, as evaluated using available spectroscopy (333 clus-
ters). Upper panel: Gray contours are 3� confidence intervals, and the
two red dots are the only 4� outliers, caused by miscentering on a fore-
ground/background galaxy. Lower Panel: photo-z bias and uncertainty. The
comparatively large uncertainty from 0.3 < z < 0.4 is due to a filter transi-
tion.

ing the most likely redMaPPer central galaxy is at the center of
the potential well of the host halo. In practice, the fraction of cor-
rectly centered galaxy clusters is closer to ⇡ 70 per cent, as es-
timated from a detailed comparison of the redMaPPer photomet-
ric centers to the X-ray centers of redMaPPer clusters for which
high-resolution X-ray data is available (Zhang et al. 2018a; von der
Linden et al. 2018). The expected impact of this miscentering ef-
fect, and the detailed model for the miscentered distribution from
Zhang et al. (2018a); von der Linden et al. (2018) is described in
Section 5.2.

2.3 Shear catalogs

Our work uses the DES Y1 weak lensing galaxy shape catalogs
presented in Zuntz et al. (2017). Two independent catalogs were
created: METACALIBRATION (Sheldon & Huff 2017; Huff & Man-
delbaum 2017) based on NGMIX (Sheldon 2015), and IM3SHAPE
(Zuntz et al. 2013). Both pass a multitude of tests for systemat-
ics, making them suitable for cosmological analyses. While the Y1
data is shallower than the DES SV data, improvements in the shear
estimation pipelines and overall data quality enabled us to reach a
number density of sources similar to that from DES SV data (Jarvis
et al. 2016).

In this study we will focus exclusively on the METACALI-
BRATION shear catalog because of its larger effective source den-
sity (6.28 arcmin–2) compared to the IM3SHAPE catalog (3.71
arcmin–2). The difference mainly arises because METACALIBRA-
TION utilizes images taken in r, i, z bands, whereas IM3SHAPE re-
lies exclusively on r-band data. In the METACALIBRATION shear
catalog the fiducial shear estimates are obtained from a single
Gaussian fit via the NGMIX algorithm. As a supplementary data
product METACALIBRATION provides (g, r, i, z)-band fluxes and
the corresponding error estimates for objects using its internal
model of the galaxies.

Galaxy shape estimators, such as the NGMIX model-fitting
procedure used for METACALIBRATION, are subject to various
sources of systematic errors. For a stacked shear analysis, the dom-

inant problem is a multiplicative bias, i.e. an over- or underestima-
tion of gravitational shear as inferred from the mean tangential el-
lipticity of lensed galaxies. This bias needs to be characterized and
corrected. Traditionally, this is done using simulated galaxy images
– with the critical limitation that simulations never fully resemble
the observations.

The METACALIBRATION catalog, in contrast, uses the galaxy
images themselves to de-bias shear estimates. Specifically, each
galaxy image is deconvolved from the estimated point spread func-
tion (PSF), and a small positive and negative shear is applied to the
deconvolved image in both the ê1 and ê2 directions. The resulting
images are then convolved once again with a representation of the
PSF, and an ellipticity e is estimated for these new images (Zuntz
et al. 2017). These new measurements can be used to directly esti-
mate the response of the ellipticity measurement to a gravitational
shear � using finite difference derivatives:

R� =
@e
@�

. (1)

Selection effects can also be accounted for by examining the re-
sponse of the selections to shear. The application of a weight when
calculating the mean shear over an ensemble is effectively a type
of smooth selection, and is accounted for in the same way. We de-
scribe this effect with a selection response Rsel, which leads to the
response-corrected mean shear estimate

h�i ⇡ hRi–1hR · �truei ⇡ hRi–1hei (2)

from biased measurements e with a joint response R ⇡ R� + Rsel
(Sheldon & Huff 2017). Here the left hand side represents our esti-
mate of the mean shear, while �true refers to the actual value.

R is a 2⇥2 Jacobian matrix for the two ellipticity components
e1, e2 in a celestial coordinate system. For the METACALIBRATION
mean shear measurements in this work, we calculate the response
of mean tangential shear on mean tangential ellipticity. R is close to
isotropic on average, which is why other recent weak lensing anal-
yses (Troxel et al. 2017; Prat et al. 2017; Gruen et al. 2018; Chang
et al. 2018) have assumed it to be a scalar. For the larger tangential
shears measured on small scales around clusters, however, we ac-
count for the fact that the response might not be quite isotropic by
explicitly rotating it to the tangential frame.

The tangential ellipticity eT is related to e1, e2 (and likewise
�T to �1 and �2) by

eT = –e1 cos(2�) – e2 sin(2�) , (3)

where � is the polar angle of the source in a coordinate system cen-
tered on the lens. For the shear response, the corresponding rotation
is derived from Equation 1 and Equation 3 as

R�,T = R�,11 cos2(2�) + R�,22 sin2(2�)+
�
R�,12 + R�,21

�
sin(2�) cos(2�) .

(4)

For the METACALIBRATION selection response, no such rotation
can be performed as the term itself is only meaningful for ensem-
bles of galaxies. In this case, we exploit that the orientation of
source galaxies should be random relative to the clusters, which
suggest a symmetrized version of the response in the tangential
frame:

hR(T)
sel i ⇡ 1

2
TrhRseli where hRselii,j ⇡ heiiS+ – heiiS–

��j
. (5)

In the above equation heiiS± denotes the mean un-sheared ellip-
ticity of galaxies when selected based on quantities measured on

c� 2017 RAS, MNRAS 000, 1–26
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redMaGiC
• Use the redMaPPer red-sequence model to select high 

confidence red galaxies: the red-sequence Matched-filter 
Galaxies Catalog (redMaGiC) 
• Choose galaxies specifically to have high precision 

photometric redshifts 
• Low outlier fraction 
• Constant comoving  

density (arbitrary) 
• High luminosity, high  

mass red galaxies 
• Efficient tracers of  

structure formation 
• See Rozo, Rykoff++ 2016
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DES Y3 Data



DES Structure
• Bullets



redMaGiC Isn’t Perfect…
• Around filter transitions the 4000Å break is hard to resolve 

• Red galaxies are mostly dust-free … but not 100% 
• Host reddening is parallel to red-sequence shift 

• Errors in photometry, etc. 

• Double stars

25



Gravitational Lensing



Gravitational Lensing

Gravity bends light



And it looks like the background  
galaxy is here!

Gravitational Lensing

Gravity bends light



And it looks like the background  
galaxy is here!

Gravitational Lensing

Gravity bends light

… and here



Einstein Rings

“Cosmic Horseshoe” 
(imaged by Hubble Space Telescope)



Weighing the Universe
• Weak lensing: the shapes of background galaxies 

are ever-so-slightly sheared by foreground mass 

• These shapes are correlated 

• Amount of shearing tells you the mass of the 
foreground cluster

←low foreground mass                high foreground mass→



Mass and Clusters
red:  
lots of mass 
(“nodes”) 

blue: 
little mass 
(“voids”)

DES Year 1 
(Chang++18)



DES “3x2 Point” Cosmology
• Three probes of cosmology 

• Galaxy/galaxy correlation function (“galaxy clustering”) 
• Galaxy/shear correlation function (“galaxy-galaxy 

lensing”) 
• Shear/shear correlation function (“cosmic shear”) 

• Use redMaGiC galaxies as “lenses" 
• See Troxel+2018,  

Elvin-Poole+2018,  
Prat, Sanchez+2018,  
Zuntz, Sheldon+2018,  
Hoyle, Gruen+2018,  
Drlica-Wagner, Sevilla, ER+2018,  
Krause, Eifler+2018,  
DES+2018 (more than one!), 
and more! 33
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the photometrically derived distribution:

n
i
(z) = n

i
PZ(z � �z

i
), (II.1)

with the �z
i being free parameters in the cosmological anal-

yses. Prior constraints on these shift parameters are derived in
two ways.

First, we constrain �z
i from a matched sample of galaxies

in the COSMOS field, as detailed in [88]. Reliable redshift
estimates for nearly all DES-selectable galaxies in the COS-
MOS field are available from 30-band imaging [106]. We se-
lect and weight a sample of COSMOS galaxies representative
of the DES sample with successful shape measurements based
on their color, magnitude, and pre-seeing size. The mean red-
shift of this COSMOS sample is our estimate of the true mean
redshift of the DES source sample, with statistical and system-
atic uncertainties detailed in [88]. The sample variance in the
best-fit �z

i from the small COSMOS field is reduced, but not
eliminated, by reweighting the COSMOS galaxies to match
the multiband flux distribution of the DES source sample.

Second, the �z
i of both lens and source samples are fur-

ther constrained by the angular cross-correlation of each with
a distinct sample of galaxies with well-determined redshifts.
The �z

i
l for the three lowest-redshift lens galaxy samples

are constrained by cross-correlation of redMaGiC with spec-
troscopic redshifts [90] obtained in the overlap of DES Y1
with Stripe 82 of the Sloan Digital Sky Survey. The �z

i
s for

the three lowest-redshift source galaxy bins are constrained
by cross-correlating the sources with the redMaGiC sample,
since the redMaGiC photometric redshifts are much more ac-
curate and precise than those of the sources [89][91]. The
z < 0.85 limit of the redMaGiC sample precludes use of
cross-correlation to constrain �z

4
s , so its prior is determined

solely by the reweighted COSMOS galaxies.
For the first three source bins, both methods yield an es-

timate of �z
i
s, and the two estimates are compatible, so we

combine them to obtain a joint constraint. The priors derived
for both lens and source redshifts are listed in Table I. The re-
sulting estimated redshift distributions are shown in Figure 1.

Ref. [88] and Figure 20 in Appendix B demonstrate that,
at the accuracy attainable in DES Y1, the precise shapes
of the n

i
(z) functions have negligible impact on the in-

ferred cosmology as long as the mean redshifts of every bin,
parametrized by the �z

i, are allowed to vary. As a con-
sequence, the cosmological inferences are insensitive to the
choice of photometric redshift algorithm used to establish the
initial n

i
PZ(z) of the bins.

III. TWO-POINT MEASUREMENTS

We measure three sets of two-point statistics: the auto-
correlation of the positions of the redMaGiC lens galaxies,
the cross-correlation of the lens positions with the shear of the
source galaxies, and the two-point correlation of the source
galaxy shear field. Each of the three classes of statistics is
measured using treecorr [107] in all pairs of redshift bins
of the galaxy samples and in 20 log-spaced bins of angular
separation 2.5

0
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FIG. 1. Estimated redshift distributions of the lens and source galax-
ies used in the Y1 analysis. The shaded vertical regions define the
bins: galaxies are placed in the bin spanning their mean photo-z esti-
mate. We show both the redshift distributions of galaxies in each bin
(colored lines) and their overall redshift distributions (black lines).
Note that source galaxies are chosen via two different pipelines
IM3SHAPE and METACALIBRATION, so their redshift distributions
and total numbers differ (solid vs. dashed lines).

the scales and cross-correlations from our fiducial data vector
(see section IV). Figures 2 and 3 show these measurements
and our best-fit ⇤CDM model.

A. Galaxy Clustering: w(✓)

The inhomogeneous distribution of matter in the Universe
is traced by galaxies. The overabundance of pairs at angu-
lar separation ✓ above that expected in a random distribution,
w(✓), is one of the simplest measurements of galaxy cluster-
ing. It quantifies the strength and scale dependence of the
clustering of galaxies, which in turn reflects the clustering of
matter.

The upper panel of Figure 2 shows the angular correlation
function of the redMaGiC galaxies in the five lens redshift
bins described above. As described in [94], these correlation
functions were computed after quantifying and correcting for
spurious clustering induced by each of multiple observational
variables. Figure 2 shows the data with the error bars set equal
to the square root of the diagonal elements of the covariance
matrix, but we note that data points in nearby angular bins are
highly correlated. Indeed, as can be seen in Figure 5 of [84],
in the lowest redshift bins the correlation coefficient between
almost all angular bins is close to unity; at higher redshift,
the measurements are highly correlated only over the adja-
cent few angular bins. The solid curve in Figure 2 shows the
best-fit prediction from ⇤CDM after fitting to all three two-



DES 3x2 Year 1 Cosmology
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FIG. 2. Top panels: scaled angular correlation function, ✓w(✓), of redMaGiC galaxies in the five redshift bins in the top panel of Figure 1, from
lowest (left) to highest redshift (right) [94]. The solid lines are predictions from the ⇤CDM model that provides the best fit to the combined
three two-point functions presented in this paper. Bottom panels: scaled galaxy–galaxy lensing signal, ✓�t (galaxy-shear correlation), measured
in DES Y1 in four source redshift bins induced by lens galaxies in five redMaGiC bins [93]. Columns represent different lens redshift bins
while rows represent different source redshift bins, so e.g., bin labeled 12 is the signal from the galaxies in the second source bin lensed by
those in the first lens bin. The solid curves are again our best-fit ⇤CDM prediction. In all panels, shaded areas display the angular scales that
have been excluded from our cosmological analysis (see §IV).
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those in the first lens bin. The solid curves are again our best-fit ⇤CDM prediction. In all panels, shaded areas display the angular scales that
have been excluded from our cosmological analysis (see §IV).
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DES 3x2 Year 1 Cosmology
• Combining these 3 probes gives exceptional constraints 

on ΩM and σ8 
• Possible tensions between low-z (DES) and high-z 

(Planck & CMB)
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parameters. So the appropriate Bayes factor for judging con-
sistency of two datasets, D1 and D2, is

R =

P

⇣
~D1,

~D2|M
⌘

P

⇣
~D1|M

⌘
P

⇣
~D2|M

⌘ (V.3)

where M is the model, e.g., ⇤CDM or wCDM. The numerator
is the evidence for both datasets when model M is fit to both
datasets simultaneously. The denominator is the evidence for
both datasets when model M is fit to both datasets individu-
ally, and therefore each dataset determines its own parameter
posteriors.

Before the data were unblinded, we decided that we would
combine results from these two sets of two-point functions if
the Bayes factor defined in Eq. (V.3) did not suggest strong
evidence for inconsistency. According to the Jeffreys scale,
our condition to combine is therefore that R > 0.1 (since
R < 0.1 would imply strong evidence for inconsistency). We
find a Bayes factor of R = 583, an indication that DES Y1
cosmic shear and galaxy clustering plus galaxy–galaxy lens-
ing are consistent with one another in the context of ⇤CDM.

The DES Y1 data were thus validated as internally con-
sistent and robust to our assumptions before we gained any
knowledge of the cosmological parameter values that they im-
ply. Any comparisons to external data were, of course, made
after the data were unblinded.

VI. DES Y1 RESULTS: PARAMETER CONSTRAINTS

A. ⇤CDM

We first consider the ⇤CDM model with six cosmological
parameters. The DES data are most sensitive to two cosmo-
logical parameters, ⌦m and S8 as defined in Eq. (IV.7), so for
the most part we focus on constraints on these parameters.

Given the demonstrated consistency of cosmic shear with
clustering plus galaxy–galaxy lensing in the context of ⇤CDM
as noted above, we proceed to combine the constraints from
all three probes. Figure 5 shows the constraints on ⌦m and
�8 (bottom panel), and on ⌦m and the less degenerate param-
eter S8 (top panel). Constraints from cosmic shear, galaxy
clustering + galaxy–galaxy lensing, and their combination are
shown in these two-dimensional subspaces after marginaliz-
ing over the 24 other parameters. The combined results lead
to constraints

⌦m = 0.267
+0.030
�0.017

S8 = 0.773
+0.026
�0.020

�8 = 0.817
+0.045
�0.056. (VI.1)

The value of ⌦m is consistent with the value inferred from
either cosmic shear or clustering plus galaxy–galaxy lensing
separately. We present the resulting marginalized constraints
on the cosmological parameters in the top rows of Table II.

The results shown in Figure 5, along with previous anal-
yses such as that using KiDS + GAMA data [67], are an
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FIG. 5. ⇤CDM constraints from DES Y1 on ⌦m, �8, and S8

from cosmic shear (green), redMaGiC galaxy clustering plus galaxy–
galaxy lensing (red), and their combination (blue). Here, and in all
such 2D plots below, the two sets of contours depict the 68% and
95% confidence levels.

important step forward in the capability of combined probes
from optical surveys to constrain cosmological parameters.
These combined constraints transform what has, for the past
decade, been a one-dimensional constraint on S8 (which ap-
pears banana-shaped in the ⌦m � �8 plane) into tight con-
straints on both of these important cosmological parameters.
Figure 6 shows the DES Y1 constraints on S8 and ⌦m along
with some previous results and in combination with exter-
nal data sets, as will be discussed below. The sizes of these
parameter error bars from the combined DES Y1 probes are
comparable to those from the CMB obtained by Planck.

In addition to the cosmological parameters, these probes
constrain important astrophysical parameters. The intrinsic
alignment (IA) signal is modeled to scale as AIA(1 + z)

⌘IA ;
while the data do not constrain the power law well (⌘IA =

�0.7 ± 2.2), they are sensitive to the amplitude of the signal:

AIA = 0.44
+0.38
�0.28 (95% CL). (VI.2)

Further strengthening evidence from the recent combined
probes analysis of KiDS [67, 68], this result is the strongest
evidence to date of IA in a broadly inclusive galaxy sam-
ple; previously, significant IA measurements have come from
selections of massive elliptical galaxies, usually with spec-
troscopic redshifts (e.g. [140]). The ability of DES data to
produce such a result without spectroscopic redshifts demon-
strates the power of this combined analysis and emphasizes
the importance of modeling IA in the pursuit of accurate cos-
mology from weak lensing. We are able to rule out AIA = 0

at 99.76% CL with DES alone and at 99.90% CL with the full

17

FIG. 6. 68% confidence levels for ⇤CDM on S8 and ⌦m from DES Y1 (different subsets considered in the top group, black); DES Y1 with all
three probes combined with other experiments (middle group, green); and results from previous experiments (bottom group, purple). Note that
neutrino mass has been varied so, e.g., results shown for KiDS-450 were obtained by re-analyzing their data with the neutrino mass left free.
The table includes only data sets that are publicly available so that we could re-analyze those using the same assumptions (e.g., free neutrino
mass) as are used in our analysis of DES Y1 data.

FIG. 7. The bias of the redMaGiC galaxy samples in the five lens
bins from three separate DES Y1 analyses. The two labeled “fixed
cosmology” use the galaxy angular correlation function w(✓) and
galaxy–galaxy lensing �t respectively, with cosmological parameters
fixed at best-fit values from the 3x2 analysis, as described in [93] and
[94]. The results labeled “DES Y1 - all” vary all 26 parameters while
fitting to all three two-point functions.

and ⌦M , are shown in Figure 9 and given numerically in Ta-
ble II. In the next section, we revisit the question of how con-
sistent the DES Y1 results are with other experiments. The
marginalized constraint on w from all three DES Y1 probes is

w = �0.82
+0.21
�0.20. (VI.3)

Finally, if one ignores any intuition or prejudice about
the mechanism driving cosmic acceleration, studying wCDM
translates into adding an additional parameter to describe the
data. From a Bayesian point of view, the question of whether
wCDM is more likely than ⇤CDM can again be addressed by
computing the Bayes factor. Here the two models being com-
pared are simpler: ⇤CDM and wCDM. The Bayes factor is

Rw =
P ( ~D|wCDM)

P ( ~D|⇤CDM)
(VI.4)

Values of Rw less than unity would imply ⇤CDM is favored,
while those greater than one argue that the introduction of
the additional parameter w is warranted. The Bayes factor
is Rw = 0.39 for DES Y1, so although ⇤CDM is slightly fa-
vored, there is no compelling evidence to favor or disfavor an
additional parameter w.

It is important to note that, although our result in Eq. (VI.3)
is compatible with ⇤CDM, the most stringent test of the

DES+2018



And the Clusters
• The redMaGiC galaxies trace structure 

• Large numbers, good statistics 
• Model the correlations at large scales 

• The redMaPPer clusters also trace structure 
• Smaller numbers, higher mass 
• Availability of multi-wavelength data (X-rays, Sunyaev-

Zeldovich effect) 
• Smaller scales give higher signal … and additional 

modeling challenges
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redMaPPer Lensing
• The “Cluster-shear cross-correlation”
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Figure 4. Mean �⌃ for cluster subsets split in redshift zl (increasing from top to bottom) and � (increasing from left to right), as labeled. The error bars shown
are the diagonal entries of our semi-analytic covariance matrix estimate (see Section 3.2) for bins with � > 20 and the jackknife estimated covariance matrix
for bins with � < 20. The best-fit model (red curve) is shown for bins with � > 20, and includes dilution from cluster member galaxies (Section 5.3.1) and
miscentering (Section 5.2); see Section 5 for details. Semi-analytic covariances were not computed for stacks with � < 20 due to the significant computational
cost. Below 200 kpc we consider data points unreliable and therefore exclude them from our analysis; these are indicated by open symbols and dashed lines.
The profiles and jackknife errors are calculated after the subtraction of the random-point shear signal (see Section 4.1.3).

scale structure, stochasticity in cluster centering, the intrinsic scat-
ter in cluster concentrations at fixed mass, cluster ellipticity, and
the scatter in the richness–mass relation of galaxy clusters. Only
the shape noise contribution is estimated directly from the data, as
detailed below.

While we rely on the SAC matrix estimates in the remainder
of our analysis, we compare the SAC matrices to those derived us-
ing a standard jackknife method. We use jackknife (JK) resampling
with K = 100 simply-connected spatial regions Rk selected via a
k-means algorithm on the sphere.3 The jackknife covariance is de-
fined following Efron (1982):

Cg�⌃
=

K – 1
K

KX

k

⇣
g�⌃(k) – g�⌃(·)

⌘T
·
⇣
g�⌃(k) – g�⌃(·)

⌘
, (16)

where g�⌃(·) = 1
K
P

k
g�⌃(k) and g�⌃(k) denotes the lensing signal

estimated via Equation 12 using all lenses except those in region
Rk. Using this method, we calculate the covariance between all
radial bins in a single richness and redshift bin, as well as the co-
variance between adjacent richness and redshift bins.

Figure 5 shows an example of the structure of the jackknife
estimated correlation matrix between neighboring bins in rich-
ness and redshift. We find no significant correlation between rich-
ness/redshift bin and therefore treat each bin independently, even
though some systematic parameters may be shared between bins.

3.2.1 Shape noise

The large intrinsic variations of the shapes of galaxies (shape noise)
in the source catalog constitute a dominant source of uncertainty
in lensing measurements. We estimate the covariance originating

3 https://github.com/esheldon/kmeans_radec

Figure 5. Jackknife estimated correlation matrix of g�⌃ of a single
richness-redshift selection with � 2 [20; 30) and z 2 [0.2; 0.35) (upper
left panel). The off-diagonal blocks display the correlation matrix between
the reference profile and the neighboring richness bin � 2 [30; 45) (upper
right panel), and the neighboring redshift bin z 2 [0.35; 0.5) (lower left
panel)

from both the random intrinsic alignments and also the stochas-
tic positions of source galaxies. In order to do so, we make use of
the measurement setup outlined in Section 3.1.3, but each source
is randomly rotated to create a new source catalog. We generated
1000 such independent rotated source catalogs, and performed the
lensing measurement with each. The resulting data vectors are con-
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Figure 14. Best fit model for M–� relation evaluated at the pivot redshift of
our model, z0 = 0.35, compared to other measurements. Our pivot richness
is at �0 = 40. The previous DES result is in blue, from Melchior et al.
(2017), while the relation measured in this analysis is in red. The analysis
by Baxter et al. (2018) in orange used the same clusters as this work and
found a consistent scaling relation over the richness range it probed.

6.3.1 Alternative model using ⇠lin

Hayashi & White (2008) used a similar model to ours, but with
the linear matter correlation function for their 2-halo term. This
causes very different behavior near the 1-halo to 2-halo transition
region, which can affect the fitting procedure, as discussed in Mel-
chior et al. (2017). We repeated our entire analysis, including re-
computing the calibration, using ⇠lin in place of ⇠nl. The masses of
the stacks changed by less than 1 per cent, as did the normaliza-
tion of the M–� relation log10 M0. This means that our approach of
calibrating the masses is largely robust to our choice of model.

6.3.2 Additional tests

We performed additional tests to verify our results. To ensure
against possible small-scale systematic effects, we repeated our
analysis with a more conservative radial cut of 500 kpc rather than
200 kpc. The resulting M–�–z relation changed only in the mass
scale, with M0 changing by 0.2�.

We also tested against possible differences in modeling sys-
tematics between large and small scales. By dividing each �⌃ pro-
file at 2 Mpc into large and small scale samples we could fit these
regimes independently. While the constraining power was greatly
diminished, the recovered masses were consistent with each other
and the fiducial value within errors. No trend was observed in the
differences between the recovered masses in any of these tests com-
pared to the fiducial masses in Table 2.

Lastly, we tested an extension of Equation 52 where F�(z) =
F�,0 + zF�,1 and found F�,1 consistent with 0 at the 1.2� level.
Therefore, if any redshift evolution exists in the richness scaling,
we are unable to resolve the behavior at present.

7 COMPARISON TO RESULTS IN THE LITERATURE

We compare our calibration of the M–� relation to previous results
from the literature. The specific richness–mass relations we con-

sider are summarized in Table 5, and we describe below the origin
of each of these.

• Melchior et al. (2017) was the precursor to this analysis. In that
work, we calibrated the mass–richness relation of redMaPPer clus-
ters in the DES Science Verification data. A detailed description of
the changes between that analysis and this one appears in the next
section.

• Baxter et al. (2018) used the lensing of the Cosmic Microwave
Background as measured by the South Pole Telescope to measure
the mass–richness relation of DES Y1 redMaPPer clusters. Their
analysis focused on 7066 clusters with richness 20 6 � 6 40. The
upper limit was set to avoid potential biases in the recovered masses
from contamination by thermal Sunyuaev-Zel’dovich emission by
the clusters.

• Simet et al. (2017) measured the mass–richness relation of
redMaPPer clusters found in the Sloan Digital Sky Survey (SDSS).
While their analysis is similar in spirit to ours, there are numerous
methodological differences, including modeling choices (Simet et
al. only fit the 1-halo term in the lensing profile), different radial
scales used in the fit, a different shape catalog, and different photo-
metric redshift catalogs.

• Murata et al. (2018) measured the richness–mass relation of SDSS
redMaPPer clusters assuming a Planck cosmology. We compute the
mean mass at � = 40 as well as the local slope at this point in
the scaling relation. As demonstrated in Murata et al. (2018), their
work and Simet et al. (2017) are consistent with each other, despite
the fact that they used different models for �⌃, different radial
scales and slightly different richness bins. Of special note is the
fact that while Simet et al. (2017) modeled only the 1-halo term
using an NFW profile (along with a calibration step to correct for
any biases introduced by this choice), Murata et al. (2018) used an
emulator approach to simultaneously model the 1-halo and 2-halo
terms of the lensing profile. The authors constrained the richness–
mass relation using both lensing and cluster abundance data, and
the use of the emulator effectively fixed the concentration–mass
relation. These differences add significant information relative to a
lensing-only analysis. Finally, the posteriors we had available did
not include the effects of photo-z or shear uncertainty in the error
budget. Together, these difference result in error bars that are tighter
than our own.

• Baxter et al. (2016) analyzed the cluster clustering of SDSS
redMaPPer clusters. By measuring the angular correlation function
of clusters they were able to constrain the amplitude of the mass
scaling relation to 18 per cent, in which their dominant systematic
was uncertainty in the bias–mass relation.

• Farahi et al. (2016) measured masses using stacked pairwise ve-
locity dispersion measurements of SDSS redMaPPer clusters. Their
measurements serve as a good cross check against other analyses of
SDSS clusters, but found that they are ultimately less precise due
to large uncertainties in velocity bias.

• Saro et al. (2015) measured the mass–richness relation of
galaxy clusters by assuming a Planck cosmology to determine the
observable–mass relation of clusters from the South Pole Tele-
scope (Bleem et al. 2015). They then matched these SPT clusters
to redMaPPer clusters from the DES Science Verification data, and
use the overlap sample to determine the richness–mass relation. We
invert the relation using the method of Evrard et al. (2014) in order
to show the comparison in Figure 14.

• Mantz et al. (2016) compared the scaling relation measured from
the Weighting the Giants mass estimates for individual redMaPPer
clusters in SDSS from Applegate et al. (2014b) to that of the Simet

c� 2017 RAS, MNRAS 000, 1–26



DES Y1 Cluster Cosmology
• DES+20, on the arxiv today! https://arxiv.org/abs/

2002.11124 
• Matteo Costanzi lead author 

• A complete blinded analysis … at first 
• Strong disagreement with concordance 
• A lot of post-unblinding analysis 
• See paper for details 

• The main results are from the “post unblinded” analysis, 
but significant challenges remain.
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Cosmology from 
Cluster Number Counts

• Combine cluster abundance and cluster mass estimates 
to simultaneous constrain cosmology and richness-mass 
relation (Costanzi+2018 and DES+2020)
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● Combine cluster abundance and cluster mass estimates to simultaneously constrain cosmology 
and the richness-mass relation

COSMOLOGY WITH CLUSTER NUMBER COUNTS
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Best-Fit Model
• The model is a good fit to the NC and WL data…
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Figure 2. Observed (shaded areas) and best-fit model (dots) for the cluster number counts (left) and mean cluster masses (right) as a function of richness for
each of our three redshift bins. The y extent of the data boxes is given by the square root of the diagonal terms of the covariance matrix. The bottom panel
shows the residual between the data and our best-fit model. All points have been slightly displaced along the richness axis to avoid overcrowding.

Table 3. Model parameters and parameter constraints from the joint analysis of redMaPPer DES Y1 cluster abundance and weak-lensing mass estimates. In the
third column we report our model priors: a range indicates a top-hat prior, whileN(µ,�) stands for a Gaussian prior with mean µ and variance �2. The fourth
column lists the modes of the 1-d marginalized posterior along with the 1-� errors. Parameters without a quoted value are those for which the marginalized
posterior distribution is the same as their prior.

Parameter Description Prior Posterior

⌦m Mean matter density [0.0, 1.0] 0.179+0.031
�0.038

ln(1010
As) Amplitude of the primordial curvature perturbations [�3.0, 7.0] 4.21 ± 0.51

�8 Amplitude of the matter power spectrum � 0.85+0.04
�0.06

S 8 = �8(⌦m/0.3)0.5 Cluster normalization condition � 0.65+0.04
�0.04

log Mmin[M�/h] Minimum halo mass to form a central galaxy (10.0, 14.0) 11.13 ± 0.18
log M1[M�/h] Characteristic halo mass to acquire one satellite galaxy log(M1/Mmin) 2 [log(10), log(30)] 12.37 ± 0.11
↵ Power-law index of the richness–mass relation [0.4, 1.2] 0.748 ± 0.045
✏ Power-law index of the redshift evolution of the richness–mass relation [�5.0, 5.0] �0.07 ± 0.28
�intr Intrinsic scatter of the richness–mass relation [0.1, 0.5] < 0.325
s Slope correction to the halo mass function N(0.047, 0.021) �
q Amplitude correction to the halo mass function N(1.027, 0.035) �

h Hubble rate N(0.7, 0.1) 0.744 ± 0.075
⌦bh

2 Baryon density N(0.02208, 0.00052) �
⌦⌫h

2 Energy density in massive neutrinos [0.0006, 0.01] �
ns Spectral index [0.87, 1.07] �
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Figure 5. Comparison of the 68% (dark) and 95% (light) confidence level
constraints on S 8 derived from our baseline model (shaded gray area) with
other constraints from the literature: red error bars for cluster abundance
analyses, blue error bars for weak lensing and galaxy clustering analyses
and purple for the CMB constraint. From the bottom to the top: SDSS
from Costanzi et al. (2019b); WtG from Mantz et al. (2015); ACT SZ
from Hasselfield et al. (2013) (BBN+H0+ACTcl(dyn) in the paper); SPT-
2500 from (Bocquet et al., 2019); Planck SZ from Planck Collaboration
et al. (2016b) (CCCP+H0+BBN in the paper); KiDS-450+GAMA from van
Uitert et al. (2018); KiDS-450+2dFLens from Joudaki et al. (2018); KiDS-
450+VIKING from Hildebrandt et al. (2018); DES-Y1 3x2 from DES Col-
laboration et al. (2018); HST-Y1 from Hikage et al. (2018); Planck CMB
from Planck Collaboration et al. (2016a) (DR15) and Planck Collaboration
et al. (2018) (DR18). Note that all the constraints but those from SDSS,
DES-Y1 3x2, HSC-Y1 and Planck CMB have been derived fixing the total
neutrino mass either to zero or to 0.06 eV.

adopted form of the richness–mass relation does not have a large813

impact on the cosmological posteriors derived from our analyses.814

5.4 Constraints on the Richness–Mass Relation815

Figure 8 shows the posterior of the richness–mass relation of the816

DES Y1 redMaPPer galaxy clusters. The left panel shows the ex-817

pectation value of the richness–mass relation, h�ob|Mi at the mean818

sample redshift z = 0.45. The central panel shows the variance819

in richness at fixed mass, Var(�ob|M), again at the mean sample820

redshift. It is important to emphasize that the shape of the vari-821

ance as a function of mass is intrinsic to our fiducial model: while822

we have a single scatter parameter �intr, which is mass indepen-823

dent, our model for both the intrinsic richness–mass relation and824

projection e↵ects results in a mass-dependent variance. Finally,825

the right panel of Figure 8 shows the probability that redMaP-826

Per will detect a halo of mass M as a cluster with more than 20827

galaxies. The mass at which the detection probability is 50% is828

M200m = 1.2 ⇥ 1014
h
�1

M�.829

Figure 8 also compares our posteriors to those of our analy-830

sis of the SDSS redMaPPer cluster sample (Costanzi et al., 2019b).831

For the purposes of this comparison, we cross match low-redshift832

DES clusters with SDSS clusters, and correct the SDSS richnesses833

for the systematic richness o↵set of 0.93 between SDSS and DES834

(Eq. 67 in MV19). Further, we correct our SDSS result for the ex-835

pected redshift evolution from z = 0.23—the mean redshift of the836

Figure 6. Comparison of the 68% and 95% confidence contours in the �8-
⌦m plane derived from DES Y1 cluster counts and weak-lensing mass cali-
bration (gray contours) with other constraints from the literature: BAO from
the combination of data from Six Degree Field Galaxy Survey (6dF Beutler
et al., 2011), the SDSS DR 7 Main galaxy sample (Ross et al., 2015), and the
Baryon Oscillation Spectroscopic Survey (BOSS Alam et al., 2017) (black

dashed lines); Supernovae Pantheon (Scolnic et al., 2018) (green contours);
DES-Y1 3x2 from DES Collaboration et al. (2018) (red contours); Planck

CMB from Planck Collaboration et al. (2018) (blue contours); SPT-2500
from (Bocquet et al., 2019) (violet contours); WtG from (Mantz et al., 2015)
(gold contours).

SDSS redMaPPer clusters—to our chosen pivot point of z = 0.45837

using the best-fit value for the evolution parameter ✏ from the DES838

chain. While the slopes of the richness–mass relations are in agree-839

ment between the two analyses, the DES data prefers a larger value840

for the amplitude. This di↵erence is explained by the selection ef-841

fect bias correction applied to the weak-lensing mass estimates (see842

Appendix D): while the mass estimates in MV19 were consistent843

with those of SDSS redMaPPer clusters (Simet et al., 2016), our844

selection e↵ect correction lowered the DES Y1 masses by ⇠ 20%845

relative to our analysis in MV19. By the same token, the variance as846

a function of mass is similar between the two analyses, but shifted847

to lower masses in this work because of the selection e↵ects cor-848

rection. We note, however, that the selection e↵ects characterized849

in this work should also impact the SDSS constraints. That is, we850

expect the SDSS richness–mass relation shown above to be biased851

low by ⇡ 15%.852

Figure 9 shows the mass distribution for each of our four rich-853

ness bins at a redshift z = 0.45, as constrained through our poste-854

riors. Integrating over these distributions, we can recover the mean855

mass of the redMaPPer galaxy clusters of a given richness. This856

mean mass is shown with a blue band in Figure 13. From the com-857

bination of DES Y1 cluster counts and weak-lensing mass esti-858

mates we constrain the mean mass at the pivot richness �ob = 40 to859

loghM|�obi = 14.252 ± 0.026. As before, the selection e↵ect bias860

correction applied in this work lowered our masses by ⇠ 20%, lead-861

ing to a mismatch between our results and that presented in MV19:862

log(M0[M�/h]) = 14.334 ± 0.022. Remarkably, the ⇡ 6% preci-863

sion in the posterior masses is similar to the uncertainty quoted in864
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Best-Fit Cosmology
• …but the cosmological constraints are not in 

“concordance” with Concordance Cosmology.
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Figure 4. Marginalized posterior distributions of the fitted parameters. The 2D contours correspond to the 68% and 95% confidence levels of the marginalized
posterior distribution. The dashed lines on the diagonal plots correspond respectively to the 2.5th, 16th, 84th and 97.5th percentile of the 1-d posterior
distributions. The black line in the 1-d posterior plot of h corresponds to the Gaussian prior adopted in the analysis. The description of the model parameters
along with their posteriors are listed in Table 3. Only parameters that are not prior dominated are shown in the plot.

model (i) to be extreme and (ii) to provide a conservative upper797

limit on the amplitude of projection e↵ects, and use them to define798

a 2� systematic error in our cosmological parameters associated799

with the projection-e↵ect calibration. That is, we estimate the sys-800

tematic uncertainty in our cosmological posteriors as half the dif-801

ference between the recovered parameters in these models and our802

fiducial model. These systematic errors are negligible compared to803

our posteriors, and will therefore be ignored from this point on.804

Similarly, the central values of our cosmological posteriors805

when using model (iii) are within the one-sigma posterior of our806

reference model. We include this model here for comparison pur-807

poses, since previous analyses have relied on power-law log-normal808

models (e.g. Rozo et al., 2010; Murata et al., 2017).809

Appendix D details further tests of the parameterization of810

the richness–mass relation performed after unblinding. The sum-811

mary of those results is consistent with our conclusions above: the812
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Multi-Probe Tension
• Comparing to all the other probes…the DES Y1 Clusters 

are a significant outlier.
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Figure 5. Comparison of the 68% (dark) and 95% (light) confidence level
constraints on S 8 derived from our baseline model (shaded gray area) with
other constraints from the literature: red error bars for cluster abundance
analyses, blue error bars for weak lensing and galaxy clustering analyses
and purple for the CMB constraint. From the bottom to the top: SDSS
from Costanzi et al. (2019b); WtG from Mantz et al. (2015); ACT SZ
from Hasselfield et al. (2013) (BBN+H0+ACTcl(dyn) in the paper); SPT-
2500 from (Bocquet et al., 2019); Planck SZ from Planck Collaboration
et al. (2016b) (CCCP+H0+BBN in the paper); KiDS-450+GAMA from van
Uitert et al. (2018); KiDS-450+2dFLens from Joudaki et al. (2018); KiDS-
450+VIKING from Hildebrandt et al. (2018); DES-Y1 3x2 from DES Col-
laboration et al. (2018); HST-Y1 from Hikage et al. (2018); Planck CMB
from Planck Collaboration et al. (2016a) (DR15) and Planck Collaboration
et al. (2018) (DR18). Note that all the constraints but those from SDSS,
DES-Y1 3x2, HSC-Y1 and Planck CMB have been derived fixing the total
neutrino mass either to zero or to 0.06 eV.

adopted form of the richness–mass relation does not have a large813

impact on the cosmological posteriors derived from our analyses.814

5.4 Constraints on the Richness–Mass Relation815

Figure 8 shows the posterior of the richness–mass relation of the816

DES Y1 redMaPPer galaxy clusters. The left panel shows the ex-817

pectation value of the richness–mass relation, h�ob|Mi at the mean818

sample redshift z = 0.45. The central panel shows the variance819

in richness at fixed mass, Var(�ob|M), again at the mean sample820

redshift. It is important to emphasize that the shape of the vari-821

ance as a function of mass is intrinsic to our fiducial model: while822

we have a single scatter parameter �intr, which is mass indepen-823

dent, our model for both the intrinsic richness–mass relation and824

projection e↵ects results in a mass-dependent variance. Finally,825

the right panel of Figure 8 shows the probability that redMaP-826

Per will detect a halo of mass M as a cluster with more than 20827

galaxies. The mass at which the detection probability is 50% is828

M200m = 1.2 ⇥ 1014
h
�1

M�.829

Figure 8 also compares our posteriors to those of our analy-830

sis of the SDSS redMaPPer cluster sample (Costanzi et al., 2019b).831

For the purposes of this comparison, we cross match low-redshift832

DES clusters with SDSS clusters, and correct the SDSS richnesses833

for the systematic richness o↵set of 0.93 between SDSS and DES834

(Eq. 67 in MV19). Further, we correct our SDSS result for the ex-835

pected redshift evolution from z = 0.23—the mean redshift of the836
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Figure 6. Comparison of the 68% and 95% confidence contours in the �8-
⌦m plane derived from DES Y1 cluster counts and weak-lensing mass cali-
bration (gray contours) with other constraints from the literature: BAO from
the combination of data from Six Degree Field Galaxy Survey (6dF Beutler
et al., 2011), the SDSS DR 7 Main galaxy sample (Ross et al., 2015), and the
Baryon Oscillation Spectroscopic Survey (BOSS Alam et al., 2017) (black

dashed lines); Supernovae Pantheon (Scolnic et al., 2018) (green contours);
DES-Y1 3x2 from DES Collaboration et al. (2018) (red contours); Planck

CMB from Planck Collaboration et al. (2018) (blue contours); SPT-2500
from (Bocquet et al., 2019) (violet contours); WtG from (Mantz et al., 2015)
(gold contours).

SDSS redMaPPer clusters—to our chosen pivot point of z = 0.45837

using the best-fit value for the evolution parameter ✏ from the DES838

chain. While the slopes of the richness–mass relations are in agree-839

ment between the two analyses, the DES data prefers a larger value840

for the amplitude. This di↵erence is explained by the selection ef-841

fect bias correction applied to the weak-lensing mass estimates (see842

Appendix D): while the mass estimates in MV19 were consistent843

with those of SDSS redMaPPer clusters (Simet et al., 2016), our844

selection e↵ect correction lowered the DES Y1 masses by ⇠ 20%845

relative to our analysis in MV19. By the same token, the variance as846

a function of mass is similar between the two analyses, but shifted847

to lower masses in this work because of the selection e↵ects cor-848

rection. We note, however, that the selection e↵ects characterized849

in this work should also impact the SDSS constraints. That is, we850

expect the SDSS richness–mass relation shown above to be biased851

low by ⇡ 15%.852

Figure 9 shows the mass distribution for each of our four rich-853

ness bins at a redshift z = 0.45, as constrained through our poste-854

riors. Integrating over these distributions, we can recover the mean855

mass of the redMaPPer galaxy clusters of a given richness. This856

mean mass is shown with a blue band in Figure 13. From the com-857

bination of DES Y1 cluster counts and weak-lensing mass esti-858

mates we constrain the mean mass at the pivot richness �ob = 40 to859

loghM|�obi = 14.252 ± 0.026. As before, the selection e↵ect bias860

correction applied in this work lowered our masses by ⇠ 20%, lead-861

ing to a mismatch between our results and that presented in MV19:862

log(M0[M�/h]) = 14.334 ± 0.022. Remarkably, the ⇡ 6% preci-863

sion in the posterior masses is similar to the uncertainty quoted in864
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Is it NC or WL?
• Use the DES 3x2pt best-fit cosmology. 
• If we use the NC to predict WL and vice versa?

43
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Figure 11. Comparison of the observed data vectors (shaded areas) with the number counts predicted from the combination of weak-lensing mass estimates
and DES Y1 3x2pt cosmology (left panel), and mean masses predicted from the combination of Y1 number counts data and DES Y1 3x2pt cosmological
priors (right). The y extent of the shaded areas correspond to the error associated with the data. The error bars on the predicted number counts and mean
masses represent one standard deviation of the distribution derived sampling the corresponding MCMC chain. The lower panel shows the percent residual of
the predictions to the data vectors, where the error bars refer to data vector uncertainties.

the masses estimated using weak lensing. We find that the weak-960

lensing masses are low relative to the predicted masses based on961

the cluster number counts using the 3x2pt cosmology, with the dif-962

ference ranging from ⇠ 10% percent in the highest richness bins to963

⇠ 30�40% in the lowest richness bins. In other words, the slope of964

the recovered mass–richness relation from our weak lensing analy-965

sis appears to be biased high, a point to which we will return below.966

With the exception of our lowest richness bins, the di↵erence967

between our predicted and observed weak-lensing masses can be968

reconciled within the systematic uncertainty associated with the969

selection e↵ects corrections. It is interesting that interpreting the970

tension in terms of selection e↵ect bias requires lowering the am-971

plitude of the selection e↵ect correction derived in Appendix D to972

a level comparable to our pre-unblinding analytical estimates. This973

is shown most clearly in Figure 12, in which we compare the cor-974

rection to the “raw” weak-lensing masses necessary to reconcile975

the weak-lensing data with the number counts within the context976

of a DES Y1 3x2pt cosmology (cyan bars) with the selection ef-977

fect correction applied to the data (orange bars). There are two key978

takeaways from this figure: 1) the simulation-based estimates of the979

impact of selection e↵ects appear to over-correct the weak-lensing980

masses, with the original analytical estimates being closer to what981

we would expect given a DES 3x2pt cosmology and the observed982

cluster counts, and 2) remarkably, a DES 3x2pt cosmology requires983

that we increase the recovered weak-lensing masses in our lowest984

richness bins by ⇡ 30% to be consistent with our number counts.985

The fact that the weak-lensing masses of the low richness clusters986

are biased low is counter to our a priori expectations.987

6.2 What are Possible Solutions?988

If we interpret our results as due to an o↵set between the recov-989

ered weak lensing masses and true mean cluster masses, Figure 12990

poses a remarkably di�cult challenge. First, in order to match991

the DES 3x2pt expectation, the resulting bias must be richness992

dependent. This immediately rules out traditional weak-lensing993

systematics—e.g. source photometric redshifts and/or multiplica-994

tive shear biases—since these systematics give rise to coherent995

shifts in the recovered masses across all richnesses. It is also worth996

noting that in addition to our own weak-lensing analysis, Baxter997

et al. (2018) and Raghunathan et al. (2019) used CMB lensing sig-998

nal around DES clusters to determine the amplitude of the mass–999
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Updated Projection Effects
• Post-unblinding, more numerical simulations (Buzzard; 

deRose+19) were available 
• Further investigation of projection effects 
• Compute redMaPPer richness on 12 Buzzard Flock 

simulations, compare Σ(R) to a halos with same mass/
richness distribution (work by Heidi Wu, in prep)

44
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Figure D1. Selection e↵ect bias on the stacked mass density profile derived from synthetic clusters in the redshift range 0.35 < z < 0.50 for the four �ob

bins considered in the analysis. The bias is computed as the ratio of the stacked ⌃̄(R) profiles measured in clusters selected by richness and clusters randomly
selected from the simulations so as to match the mass and redshift distribution of the �ob-selected sample. The black lines correspond to the means of the
biases retrieved from 12 Y1-like simulations, while the shaded area represent one standard deviation of the mean.

Figure D2. Upper panel: Comparison of the weak-lensing masses derived in MV19 and the ones adopted in this work which include the selection e↵ect bias
correction and uncertainty. The inclusion of this systematic lowers the weak-lensing mass estimates by 20 � 30% and increases the error budget by 50 � 60%
depending on the richness/redshift bin. Lower panel: Di↵erence of the log masses derived including or not the selection e↵ect bias correction. The error bars
correspond to the uncertainty associated with the selection e↵ect bias estimated for each bin as half of the di↵erence between the two mass estimates.
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Updated Projection Effects
• Masses go down 20-30% taking this into account 

• Depends on richness/redshift

45
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Figure D1. Selection e↵ect bias on the stacked mass density profile derived from synthetic clusters in the redshift range 0.35 < z < 0.50 for the four �ob

bins considered in the analysis. The bias is computed as the ratio of the stacked ⌃̄(R) profiles measured in clusters selected by richness and clusters randomly
selected from the simulations so as to match the mass and redshift distribution of the �ob-selected sample. The black lines correspond to the means of the
biases retrieved from 12 Y1-like simulations, while the shaded area represent one standard deviation of the mean.
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Figure D2. Upper panel: Comparison of the weak-lensing masses derived in MV19 and the ones adopted in this work which include the selection e↵ect bias
correction and uncertainty. The inclusion of this systematic lowers the weak-lensing mass estimates by 20 � 30% and increases the error budget by 50 � 60%
depending on the richness/redshift bin. Lower panel: Di↵erence of the log masses derived including or not the selection e↵ect bias correction. The error bars
correspond to the uncertainty associated with the selection e↵ect bias estimated for each bin as half of the di↵erence between the two mass estimates.
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…But that’s not all
• Ask the question: what is the mean correction required so 

that WL masses are consistent with NC+3x2 
• The low richness bin is most problematic 
• Opposite sign to  

that expected from  
projection effect  
problems!

46
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Figure 12. Cyan bars: Mean correction required to reconcile the weak-
lensing mass estimates from MV19 – without the triaxiality and projec-
tion e↵ects corrections – with the mean masses predicted by the combi-
nation of Y1 cluster counts and 3x2pt cosmology. Also over-plotted the
projection and triaxiality e↵ects correction estimated analytically in MV19
and adopted pre-unblinding (gray band), and the selection e↵ect correction
adopted post-unblinding (orange bars). The y extent of the bars represent
the 68% confidence interval; the cyan bars are estimated as the ratio of the
masses predicted by randomly sampling the NC+3x2pt chain, and the “raw”
weak-lensing masses randomly drawn from their posterior distribution.

richness relation, finding results consistent with our own. This fur-1000

ther strengthens the case that the weak-lensing signal is being mea-1001

sured correctly, but that its interpretation in terms of mean true mass1002

is potentially problematic.1003

Perhaps the biggest challenge that Figure 12 poses is the fact1004

that while the “raw” weak-lensing masses are biased high at high1005

richness (as expected), at low richness the weak-lensing masses are1006

biased low by a very large amount. Since projection e↵ects and1007

cluster triaxiality tend to boost richness and weak-lensing masses1008

in concert—leading to raw weak-lensing masses that are biased1009

high—Figure 12 suggests that these systematics are incapable of1010

reconciling the weak lensing and abundance data within the con-1011

text of a DES 3x2pt cosmology.1012

The above argument assumes that projection e↵ects act pri-1013

marily as a form of noise that boosts the richness and weak-lensing1014

masses of existing clusters, but one might wonder whether pro-1015

jection e↵ects are better thought of as creating “false detections”1016

in which “clusters” are really a string-of-pearls type arrangement,1017

with no especially massive halo along the line of sight. One way1018

to think of such projections is as very large non-Gaussian tails in1019

the richness–mass relation toward high richness. From Figure 7,1020

we see that doubling the amount of projection e↵ects in our galaxy1021

clusters moves our cosmological posteriors towards the DES 3x2pt1022

model. However, a further increase of the amplitude of projection1023

e↵ects will not correspond to an additional relaxation of the tension1024

with DES 3x2pt: the benefit of lowering the predicted mean cluster1025

masses will be counterbalanced by the worse fit to the abundance1026

data due to the predicted larger number of clusters.1027

More quantitatively, we assess the capability of a large con-1028

tamination fraction to relieve the tension with 3x2pt as follows:1029

we consider a model in which a fraction fcont of the detected clus-1030

ters is contributed by line-of-sight projections with e↵ectively zero1031

weak-lensing mass. To account for this systematic, we re-scale the1032

predicted number counts and weak lensing masses by 1/(1 � fcont)1033

and (1� fcont), respectively. Also, to account for a possible richness1034

dependence we model the contamination fraction with a power law1035

of the form: fcont(�ob) = ⇧0(�ob/25)⇡. Finally, we fit for those pa-1036

rameters (along with all the others) combining cluster abundance1037

and weak lensing data with DES 3x2pt cosmological priors, to de-1038

rive the contamination fraction preferred by the our data sets in that1039

cosmology. The fit results in a steeply decreasing contamination1040

fraction ranging from ⇠ 15% in the lowest richness bin to ⇠ 1% in1041

the highest richness bin. As expected, though, the model does not1042

provide a good fit to the data in a 3x2pt cosmology, especially in1043

the lowest richness bin where the predicted masses exceed the data1044

by 15� 30%. Specifically, repeating the analysis without including1045

the cosmological priors and fixing the contamination fraction pa-1046

rameters to their best-fit values, we obtain cosmological posteriors1047

which are still at 1.6� tension with DES 3x2pt. Importantly, a high1048

fraction of false detection at low richness and redshift is also dis-1049

favoured by Swift X-ray follow up of � ⇡ 30 clusters, in which all1050

but one of ⇡ 150 low-richness (� 2 [25, 35] and 0.1 < z < 0.35)1051

SDSS redMaPPer targets were X-ray detected (von der Linden et1052

al, in preparation).1053

One systematic that might seem like a good candidate for ex-1054

plaining the bias in Figure 12 is the impact of baryonic processes:1055

baryonic feedbacks redistribute and expel mass from a galaxy clus-1056

ter, leading to cluster counts and weak-lensing masses that are bi-1057

ased low relative to expectations from dark matter only simulations.1058

Moreover, the e↵ect would be stronger at low richness than at high1059

richness, naturally producing a richness-dependent bias. However,1060

results from hydrodynamical simulations disfavor this solution. If1061

the triaxiality and projection e↵ects are roughly mass independent,1062

as found in Appendix D and per our a priori expectations, then1063

the amplitude of the baryonic feedback would be ⇠ 30% for clus-1064

ters of richness � ⇡ 25. That is, baryonic feedback would need to1065

expel nearly 30% of the mass of a ⇠ 1014M� galaxy cluster, a frac-1066

tion twice as large as its baryonic content ( fb ' ⌦b/⌦m ' 0.15), a1067

clearly unphysical proposition (e.g. Cui et al., 2014; Velliscig et al.,1068

2014; Bocquet et al., 2016; Springel et al., 2017). Similarly, Henson1069

et al. (2017), using M > 1014M� clusters extracted from a hydro-1070

dynamical simulation, found that the redistribution of mass due to1071

baryonic feedback processes induces a ⇠ 9% bias on the recovered1072

weak lensing mass, a factor of 3 times smaller than the bias re-1073

quired to reconcile our data sets in a 3x2pt cosmology. Moreover,1074

we expect this bias to be further reduced in our analysis given that1075

our fits allow the concentration parameter to vary with no informa-1076

tive priors in each bin, partially absorbing the e↵ect of the mass1077

redistribution.1078

Richness-dependent cluster miscentering su↵ers from much1079

the same di�culty in explaining the observed discrepancy. While a1080

systematic trend in cluster miscentering could introduce a richness-1081

dependent bias in the recovered weak-lensing masses, it is hard to1082

imagine miscentering giving rise to a 30% under-estimate of the1083

cluster mass. Such a correction would require a very high miscen-1084

tering fraction at low richness, again in tension with Swift X-ray1085

follow-up of low-richness SDSS redMaPPer clusters (von der Lin-1086

den et al., in preparation).1087

Cluster percolation has recently been identified as another1088

possible source of systematic uncertainty (Garcia & Rozo, 2019).1089

Excessive percolation could give rise to severe incompleteness in1090

the low-richness bins, as we found was needed to reconcile our fi-1091

nal weak-lensing masses with the cluster counts within the context1092

of a DES 3x2pt cosmology. If this were the case, then our perco-1093

lation scheme must be overly aggressive. To test this, we reduce1094

the percolation radius used from 1.5R� to 1.25R�. The correspond-1095

ing change in the number of clusters is just under 1%, far from1096

c� 0000 RAS, MNRAS 000, 1–27
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Figure 14. Cosmological posteriors in the �8–⌦m (upper panel) and
log M1–↵ (lower panel) plane for our fiducial analysis (blue), and a new
analysis in which we remove the lowest richness bins (red). Removing the
low richness bins shifts the posteriors towards larger ⌦m values, bringing
our analysis into agreement with the DES Y1 3x2pt cosmology analysis
(0.9� tension; green contours in the upper panel). Similarly, when exclud-
ing the low richness bins, the richness–mass relation posteriors move to-
wards the region of the parameter space preferred by the combination of
DES number counts and 3x2pt cosmological priors (green contours in the
lower panel).

well as by the analysis of Bleem et al. (2019) using SPT clusters1292

(� & 40).1293

• Assuming our abundance data, modelling and DES 3x2pt1294

results to be correct, we estimate the required bias in the ob-1295

served weak-lensing masses by comparing the latter to the pre-1296

dicted masses assuming a DES 3x2pt cosmology and using the1297

cluster counts to constrain the richness–mass relation. The relative1298

mass o↵set we recover is richness dependent, corresponding to a1299

steeper slope in the richness–mass relation compared to the one1300

preferred by the weak lensing data.1301

• Our understanding of how photometric cluster selection im-1302

pacts the stacked lensing profiles of clusters might have a major1303

role in the observed tension. However, at low richness, the nec-1304

essary selection e↵ect bias requires the raw weak-lensing masses1305

of photometrically selected clusters to be biased low relative to a1306

mass-selected sample. This is contrary to our a priori expectations,1307

and we have not yet been able to identify a systematic that could1308

give rise to such a selection e↵ect.1309

• Interpreting our results within the context of correlated ob-1310

servables, our data implies that the correlation coe�cient between1311

richness and weak lensing is mass dependent, and changes sign in1312

going from high mass clusters (positive correlation) to low mass1313

clusters (negative correlation). As noted above, this is very surpris-1314

ing.1315

As discussed in section 6.3, hints of a richness-dependent bias1316

in the weak lensing signal of galaxy clusters go as far back as1317

Planck Collaboration et al. (2011), but it is only with the improved1318

statistical power of the DES that these biases have become statisti-1319

cally significant. Understanding the origin of this systematic e↵ect,1320

and the degree to which it can be calibrated using multi-wavelength1321

cluster data, is an absolute necessity for future photometric clus-1322

ter cosmology analyses. Observational and simulation-based cam-1323

paigns to study the relation of true cluster mass, observed richness,1324

and weak lensing profiles, independent of the inherent limitations1325

of purely photometric data, will shed light on the puzzles posed by1326

DES Y1 cluster abundance and lensing data.1327
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Is it the 20<λ<30 bin?
• Excluding these  

clusters brings things 
into better agreement 

• Removing other bins  
does not shift the  
contours noticeably 

• Is an issue for all  
redshifts
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SDSS Cosmology
• Costanzi+19 SDSS Cosmology, used as part of our pre-

blind testing

48
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Figure 12. Comparison of the 68 per cent confidence level constraint on S8
derived from our baseline model (shaded grey area) with other constraints
from the literature: red error bars for cluster abundance analyses, blue error
bars for weak lensing and galaxy clustering analyses and purple for the
CMB constraint. From the bottom to the top: MAXBCG from Rozo et al.
(2010); WtG from Mantz et al. (2015); ACT SZ from Hasselfield et al. (2013)
(BBN+H0 + ACTcl(dyn) in the paper); SPT SZ from de Haan et al. (2016);
Planck SZ from Planck Collaboration XXIV (2016b) (CCCP + H0+BBN
in the paper); KiDs-450 + GAMA from van Uitert et al. (2018); KiDs-
450 + 2dFLens from Joudaki et al. (2018); DES Y1 3 × 2 from DES
Collaboration (2018); Planck CMB from Planck Collaboration XIII (2016a)
(DR15); and Planck Collaboration VI (2018) (DR18). Note that all the
constraints but those from DES Y1 3 × 2 and Planck CMB have been
derived fixing the total neutrino mass either to 0 or to 0.06 eV.

The combination of galaxy clusters data and BAO measurements
results in a precise measurement of the Hubble parameter, h =
0.66 ± 0.02. This value is in excellent agreement and compet-
itive with those derived from Planck DR15 CMB data alone
h = 0.66+0.02

−0.03. By contrast, the posterior of h is in 2.7σ tension
with the one derived by the SH0ES collaboration using Type Ia
supernovae data, h = 0.732 ± 0.017 (Riess et al. 2016), and in
2.1σ tension with the recent strong-lensing based measurement
h = 0.725+0.021

−0.023 presented in Birrer et al. (2019).
The further inclusion of Planck DR15 data significantly improve

the constraints on all the cosmological parameters considered.
Specifically, the errors on "m, σ 8, and h are reduced compared
to the SDSS + BAO analysis by a factor of 4, 3, and 2, respectively.
Nevertheless, the low-redshift Universe contributes a significant
amount of new information: the errors on "m, σ 8, and h for the joint
analysis are reduced relative to the Planck DR15-only constraints
by a factor of 3.6, 2, and 3, respectively.

It is also interesting to investigate the impact that the Planck
cosmological information has on the parameters governing the
richness–mass relation of the redMaPPer clusters. The error on
α is reduced from σα = 0.06 to σα = 0.03, while the error
on log M1 goes from σlog M1 = 0.09 to σlog M1 = 0.02. The factor
of four improvement in the log M1 posterior after adding Planck
data suggests that the error budget for mass calibration in cluster
abundance studies needs to be reduced from the present ≈ 8 per cent
to ≈ 2 per cent for Planck to add no information to the cluster
abundance constraint on S8. This value can be compared to the
5 per cent mass calibration achieved by the DES collaboration in
McClintock et al. (2019b).

Remarkably, neither the BAO nor the Planck data sets improve
the posterior on the intrinsic scatter. This may seem surprising

given our earlier discussion on the degeneracy between S8 and σ intr:
if tightening the scatter prior improves the S8 posterior, why does
tightening S8 not improve the scatter posterior? The resolution is
evident from Fig. 7: the Planck data tightens S8 around the value
S8 = 0.83. This S8 value cuts across the mild S8–σ intr degeneracy
in such a way that the full range of σ intr values is sampled. Had the
Planck data favoured either a higher or lower S8, the posterior on
σ intr would have been reduced.

Finally, we find the addition of cluster data has only a modest
impact on the posterior on

∑
mν from the combination of Planck and

BAO data. To explore whether future cluster abundance analyses are
likely to result in significant improvements we ran chains adopting
unrealistically tight 1 per cent priors on the amplitude and slope
of the richness–mass relation, as well as a σ intr ≤ 0.3 prior on
the scatter. Even in this overoptimistic scenario, clusters had only
a minor impact on the posterior for

∑
mν . This is not entirely

unexpected given the small redshift range probed by our cluster
catalogue and the fact that the abundance function is only directly
sensitive to (1) "cdm + "b and (2) the amplitude of the dark matter
and baryons power spectrum (e.g. Costanzi et al. 2013). While
some sensitivity to

∑
mν at a given redshift remains via the volume

term in the abundance prediction, the sensitivity to neutrino mass
at fixed "cdm + "b and primordial power spectrum amplitude, As,
is relatively mild.

8 SU M M A RY A N D C O N C L U S I O N

We have performed a joint analysis of the abundance and weak
lensing mass measurements of the redMaPPer clusters identified
in the SDSS DR 8 (Aihara et al. 2011) to simultaneously con-
strain cosmology and the richness–mass relation parameters. The
cosmological sample consists of 6964 clusters having richness
λob ≥ 20 in the redshift range 0.1 < z < 0.3. For the weak
lensing mass estimates we employed the results of the stacked weak
lensing analysis performed by Simet et al. (2017), which achieved
a 7.7 per cent precision including both statistical and systematic
uncertainties (see Table 2). Our analysis is the first cluster abundance
study to be performed while blinded to the recovered cosmological
parameters. All the modelling choices and validation tests were
made before unblinding the cosmological results. We also verified
that our cosmological posteriors are robust to assumptions made
about the form and parametrization of the richness–mass relation
and systematics associated with the calibration of projection effects
(see Fig. 8).

Assuming a flat &CDM model with massive neutrinos, and
including modest H0 and big bang nucleosynthesis (BBN) priors
(Cooke et al. 2016), we found S8 = 0.79+0.05

−0.04. Our result is in
agreement with those obtained by other cluster abundance studies,
as well as with constraints derived from the DES Y1 3 × 2
analysis (DES Collaboration 2018) and Planck DR18 CMB data
(Planck Collaboration VI 2018). The error budget on S8 is not
dominated by a single set of observables; while mass calibration
uncertainties are typically the dominant source of error in cluster
abundance studies, the uncertainty in the scatter of the richness–
mass relation degrades the constraining power of our sample.
Since the detailed shape of the abundance function is sensitive
to the scatter, the error budget of the abundance data impacts
our S8 posterior at a level comparable to that from our mass-
calibration uncertainty. Future analyses that accurately measure the
scatter in the richness–mass relation – e.g. from multiwavelength
observations of redMaPPer clusters – will have a significant impact
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Figure 13. 68 per cent and 95 per cent confidence level constraints in the (S8, !m, h) plane. Left-hand panel: Comparison of the constraints derived from the
different data sets considered in this work: Planck DR15 (blue), BAO (grey) and SDSS clusters (red). The BAO contours are obtained including the flat prior
!ν h2 ∈ [0.0006, 0.01], as in the SDSS cluster analysis. Also shown for comparison the latest Planck results [(Planck Collaboration VI 2018); dashed black
lines]. Right-hand panel: 68 per cent and 95 per cent confidence contours obtained from the combination of the SDSS cluster sample with BAO data (magenta)
and from the combination of SDSS clusters, BAO, and Planck data (orange). For comparison, the blue contours show the constraints derived from Planck
CMB data alone. Note the different scales between the left-hand and right-hand panels.

Table 4. Parameter constraints from the combination of our analysis of the SDSS redMaPPer cluster abundances with BAO and Planck CMB data sets (see
the text for details). For reference here are also reported the constraints derived from Planck DR15 CMB and low l polarization data (Planck Collaboration
XIII 2016a), BAO data (Beutler et al. 2011; Ross et al. 2015; Alam et al. 2017), and SDSS data alone.

Data sets !m σ 8 h S8 log Mmin log M1 α σ intr

Planck15 0.328+0.039
−0.026 0.81+0.03

−0.05 0.662+0.019
−0.028 0.841 ± 0.026 − − − −

BAO 0.373 ± 0.053 − 0.694 ± 0.033 − − − − −
SDSS 0.22+0.05

−0.04 0.91+0.11
−0.10 − 0.79+0.05

−0.04 11.2 ± 0.2 12.42+0.16
−0.13 0.65+0.05

−0.07 <0.4

SDSS + BAO 0.316 ± 0.036 0.78 ± 0.06 0.662+0.019
−0.022 0.792+0.039

−0.037 11.38 ± 0.17 12.63 ± 0.09 0.76 ± 0.05 <0.2

SDSS + BAO + Planck15 0.316+0.010
−0.008 0.81 ± 0.02 0.671+0.006

−0.008 0.829+0.022
−0.020 11.42 ± 0.15 12.65 ± 0.02 0.76 ± 0.03 <0.2
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DES Y1 Clusters
• Cosmological posteriors have 5.6σ tension with Planck; 

2.4σ with DES 3x2 point 
• Driven by very low Ωm posterior 

• Internal inconsistency with DES 3x2pt is worrying 

• Cross-checks with X-ray and SZ suggest abundance data 
are fine — incorrect interpretation of stacked WL signal 

• Low richness bin is the main driver 
• Sign of offset is opposite to that expected from 

projection effects!
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From DES to LSST
• More area!  More depth! 

• Better statistics!  Higher redshifts! 
• The LSST y-band will allow efficient red sequence 

cluster finding and redMaGiC selection to z<~1.2 
• Of course, red galaxies are less common going back in 

time, but there are still plenty 
• Photometric supernovae in the wide-fast-deep survey 
• Other science goals… 

• With better statistics come more stringent requirements 
on systematics 
• Photometric Calibration 
• Deblending
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The Future
• Finish DES analysis using the full survey 

• Improve handling of optical cluster selection function for 
cosmology (!!) 

• Increase number density of redMaGiC galaxies without 
compromising performance 

• Even after 1 year of LSST survey, will be able to push 
beyond z>1 with high quality red galaxies
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