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The EIGER project
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Emission-line galaxies and Intergalactic Gas 
in the Epoch of Reionization

Large spectroscopic galaxy surveys using 110 hours of JWST

Eiger is a famous beautiful mountain in Switzerland.

JWST GTO 1243 PI Simon Lilly
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Exploring the tail end of reionization

The hydrogen gas filling the intergalactic space was reionized by high-energy (>UV) photons 
emitted by astronomical objects forming in the first billion years – "reionization"

Reionization is the last major event happened across the entire universe, attributed to interactions 
between galaxies and the intergalactic gas. 

Questions may be aggregated into  
What caused?  When happened?  How proceeded?

Time

Recom
bination

z=0 z~6

First  
stars

Reionization 
complete

First  
galaxies

Present-day 
Universe

z~15 ? z~20−30 ? z=1100

Epoch of Reionization

Loeb, 2006, Scientific American

6
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Probing the IGM using quasars  
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Quasar spectroscopy can trace the IGM  
but "only along" the sightline

Probing the IGM using quasars  
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EIGER = Quasar spectroscopy x Galaxy surveys
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EIGER's major goals

Formation of first 
luminous objects

Epoch of Reionization
(0.1-1 Gyrs old)

Present-day
 (13.8 Gyrs old)

Evolution of galaxies
Manifestation of the diversity

Dark ages
(~0.1 Gyrs old)

Neutral UniverseFully-ionized Universe
First-generation
galaxies

First-generation
stars

Ionized regions
“bubbles”

Dark ages

No luminous
objects

Epoch of Reionization

Formation of the earliest  
supermassive black holes

Interplay between galaxies and 
the circumgalactic media (CGM)

Processes of cosmic reionization 
and the role of galaxies

Deep spectroscopy of 
the quasars with 
ground-based 
telescopes

Galaxy survey with 
JWST

10

Galaxy formation and 
evolution in the EoR



Observations and 
analysis
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Image Image
Spectroscopy 

+ Image

WFSS in F356W + SW imaging 
‣ [OIII] doublet (5007, 4960) + Hβ: 5.3<z<7.0

+ two bluer filters: rest FUV + NUV for z~6

NIRCam Wide-field slitless spectroscopy (WFSS)

Very powerful way to search for emission-line 
galaxies.

• No pre-selection of targets are needed.

• The [OIII] doublet (+Hβ) enables 

unambiguous identifications of the lines and 
the sources that are responsible for the lines.

8 Kashino et al.

Original WFSS image

BG + 1/f noise SCI image

CONT image

EMLINE image

Median in each column

Median filtering

Stacking

Coadded EMLINE image

Figure 2. Processing of the WFSS data, after the Detector1, assign wcs and flat-fielding processes. The WFSS images of
individual exposures are first processed to subtract the background and 1/f noise. The resulting SCI images, are then median-
filtered to separate them into continuum (CONT) and emission line (EMLINE) images - see text for details. These images are
finally stacked using Image3 to produce a single image for each visit and module. The rightmost column shows a zoom-in of
a small region of the WFSS images, with a direct image of the corresponding region in the top panel. The rectangles (green
dotted line) mark the [O iii] doublet and H� lines that originate from the galaxies marked by the red reticles in the direct sky
image.

dither size, and the same dispersion direction. The geo-
metric relation between the position of a source and the

location of the spectral trace on the detector has both
spatial- and wavelength-dependent distortions. But the

Zoom-in continuum-
subtracted image

dispersed image
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Mosaic
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6' ~15 cMpc (z~6)
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w/ 4x Texp

Grism R               Grism R
λλ

Module A            Module B

FoV: two 2.2' x 2.2' 
Mosaic of 2x2 separate pointings

Background QSO →

Reversed dispersions around the quasar enables for 
unambiguous line–source identifications.

8 Matthee et al.

Figure 6. As Fig. 5, but now highlighting isolated systems. These sources are representative for the fainter objects in our

sample, which are typically small, compact systems with high EWs.
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Emission-line identification
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8 Kashino et al.

Original WFSS image

BG + 1/f noise SCI image

CONT image

EMLINE image

Median in each column

Median filtering

Stacking

Coadded EMLINE image

Figure 2. Processing of the WFSS data, after the Detector1, assign wcs and flat-fielding processes. The WFSS images of
individual exposures are first processed to subtract the background and 1/f noise. The resulting SCI images, are then median-
filtered to separate them into continuum (CONT) and emission line (EMLINE) images - see text for details. These images are
finally stacked using Image3 to produce a single image for each visit and module. The rightmost column shows a zoom-in of
a small region of the WFSS images, with a direct image of the corresponding region in the top panel. The rectangles (green
dotted line) mark the [O iii] doublet and H� lines that originate from the galaxies marked by the red reticles in the direct sky
image.

dither size, and the same dispersion direction. The geo-
metric relation between the position of a source and the

location of the spectral trace on the detector has both
spatial- and wavelength-dependent distortions. But the

EIGER first results 9

Figure 3. Demonstration of the median filtering step to
isolate emission lines and continuumThe top panel shows the
kernel for median-filtering that has a full width 51 pixels and
a central “hole” of 9 pixels. The second and third panels
show the zoom-in of a small region of the SCI and EMLINE
grism images around the [O iii] doublet + H� lines. The
bottom panel shows 1D spectra, from the SCI (gray), CONT
(red), and EMLINE (blue) frame, along the single “row”
marked by the horizontal red dotted lines. All these panels
have the same x-axis range across 400 pixels.

di↵erential distortion over the spatial scale of the dither
pattern is small enough to be ignored allowing the co-
adding of these images.
The coadded EMLINE images produced in this way

enable us to directly detect all emission lines in the co-
added grism data using SExtractor, without any knowl-
edge of the sky locations of the source galaxies (see the
bottom panels in Figure 2).
The second method extracts 2D spectra from the in-

dividual grism images for all sources detected in direct
imaging (see §2.4). Despite the somewhat shorter expo-
sure time of the F356W direct images, even pure emis-
sion line sources from the WFSS frame are essentially
always detected in the direct image, since the back-
grounds are essentially the same in the two. In spec-
tral extraction, we used grismconf

6 to calculate a po-
sition (x, y) in a grism image for a given sky position
and wavelength. We adopted the NIRCam grism model
(V4)7, based on commissioning observations. The spec-
tral trace is not perfectly parallel to the detector row
direction. Therefore, the extracted 2D spectra were
first rebinned column-by-column to be flat, and then re-
sampled into a common linearly-spaced wavelength grid

6
https://github.com/npirzkal/GRISMCONF

7
https://github.com/npirzkal/GRISM NIRCAM

in steps of 9.75 Å. These procedures were executed so
that the fluxes are conserved. The data in units of
count rate was then converted into flux density units

(erg s�1 cm�2 Å
�1

) by using the total sensitivity curve
as a function of wavelength. The sensitivity curve is pro-
vided for each of Modules A and B in the grism model,
and we slightly modified them by re-calibrating with
commissioning data. The average throughput is ⇡ 28%
lower in Module B than A. Stacking was then performed
for each source selected in the direct image using all
available WFSS exposures, separately for each module:
recall that the emission-line images, tracing the source
shape in the sky, are flipped between the modules. Emis-
sion lines could then be identified in these stacked 2D
spectra (although the same emission line can appear in
multiple stacks).
These two methods of the grism image stacking are

linked to the two approaches for identification of emis-
sion lines and and the source galaxies, as described in
the following subsection.

2.6. Identification of [O iii]-emitting sources

We developed two complementary methods of identi-
fying [O iii]-emitting galaxies from the EMLINE frames,
referred to hereafter as the “backward” and “forward”
approaches. These identifications were independently
carried out by two members of our team (DK and JM,
respectively), and then the candidate samples were rec-
onciled to produce a final sample.
The backwards approach starts with the coadded EM-

LINE images per visit and module. We first detected
all emission-line signals using SExtractor and searched
for pairs or triplets of detections which could conceiv-
ably be a combination of the [O iii]��4960, 5008 dou-
blet and/or H�. In practice, we first selected all emis-
sion lines detected at 5� or more as primary detec-
tion, where the S/N is determined by using the flux
and associated errors in a fixed 5-pixel (0.31500) aper-
ture. We then provisionally assigned this primary line
to be [O iii]�5008, and searched for the required sec-
ondary lines, i.e., [O iii]�4960 and/or H�. Because at
this point the true source position is unknown, the pu-
tative [O iii]�5008 line could lie anywhere in the possible
3.1–4.0 µm window, i.e., anywhere in the 5.3 < z < 7.0
redshift range, meaning that the other lines of the dou-
blet/triplet could be displaced by a range of pixels. The
search boxes for the other putative components were
therefore defined accordingly using the grism model.
Figure 4 shows examples of the detection of the pri-
mary lines and the search for the secondary lines. Note
that these procedures are based purely upon the emis-
sion lines and do not rely on any knowledge from direct

Simple median-filtering works quite well 
to isolate emission lines from continua 
thanks to its high-resolution (R~1000)
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Target quasar fields

15

Name z Features Schedule

J0100+2802 6.3258 Ultraluminous. Many metal absorption systems (incl. 3 OI) Aug, 2022

J0148+0600 5.98 Extremely long Lyα trough

Dec, 2022 –  
Jan, 2023J1120+0641 7.084 Highest-z quasar as of the proposal submission.   

Some absorption systems.

J1148+5251 6.4189 Many metal absorption systems (incl. 4 OI)

J1030+0524 6.308 Well studied.  Many metal absorption systems.
Apr – Jun, 
2023J159-02 6.35 Strong MgII at z~6



First observation in the 
ultraluminous quasar 

J0100+2802 
2211.08254 Paper I Kashino+: survey design, analysis, and correlation with the IGM transmission

2211.08255 Paper II Matthee+:characterization of the [OIII]-selected galaxies

2211.16261 Paper III Eilers+: SMBH measurement of QSO J0100+2802 from Hβ
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3.5 um image of the field QSO J0100+2802

17

EIGER first results 5

Figure 1. JWST NIRCam observations of the field of the quasar J0100+2802. The background is the coadded pseudo-color
image in the F115W (blue), F200W (green) and F356W (red) bands. The axes values are the angular separations from the
position of the quasar. The detector fields-of-view of the individual WFSS exposures in our mosaic observations are shown by
the large red and blue squares, respectively, for the NIRCam module A and B detectors.

sure time. The position angle of the mosaic (defined
by the telescope V3 axis) for the observations of QSO
J0100+2802 was 236 degrees. This is usually arbitrary
but was constrained for some of the quasar fields to en-
sure that the central region around the quasar in each
grism image was not contaminated by spectra from other
known brighter sources in the field. The mosaic pattern
in the QSO J0100+2802 field is shown in Figure 1.
The WFSS observations use the LW channel and a

combination of the grism R and F356W filters. This
combination yields 3.1–4.0 µm spectra dispersed along
the detector rows. The spectral resolution for a point
source is R ⇠ 1500 at around 3.5 µm, and the dispersion
is ⇡ 1 nm pixel�1. The two modules A and B, with
the grism R, disperse the spectra in opposite directions,
i.e., the wavelength increases towards the +x and �x

directions in the detector coordinates, respectively. In
both modules the zero deviation wavelength is 3.95 µm,
close to the long wavelength end of the F356W filter
response curve.
The adopted mosaic configuration thus yields two re-

versed dispersion spectra for all sources within a cen-
tral vertical strip of width ⇡ 6000 that is covered by

both modules. Furthermore, two independent but not-
reversed spectra are obtained for all sources within two
o↵-center vertical strips of width also ⇡ 6000 and a cen-
tral horizontal strip of width ⇡ 7000. The horizontal
and center vertical strips intersect in the central square
region centered on the quasar.
Together with the longer exposure time, the availabil-

ity of the two reversed grism spectra helps to disam-
biguate the identification of source objects in the direct
images, as well as the wavelengths of any emission lines,
and to remove contaminating lines from other sources.
When only one dispersion direction is available (which
is the case over most of the extended survey field) the
identification of the correct source in the direct image
(to produce the correct wavelength solution) requires
some care. However, extensive simulations before JWST
launch indicated that this could be achieved with high
confidence, and this has proved to be the case in prac-
tice.
Likewise, since the primary science goal was the

detection of a very recognisable spectral feature, the
[O iii]��4960, 5008 doublet (or the triplet including H�)
the di�culties produced by overlapping spectra (from

6.5 arcmin ~ 16 cMpc @ z=6

3.4 arcm
in ~ 8.3 cM

pc @
 z=6
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EIGER first results 15

Figure 7. The sky distribution of the detected [O iii]-emitting galaxies, with sizes coded according to the relative [O iii]
luminosity. Galaxies identified as being within the three strongest overdensities are marked in squares. Other galaxies are
shown by circles and color-coded according to whether they are foreground (light blue) or background (pink) of the quasar. The
detector fields-of-view of the individual exposures are shown so that the color intensity corresponds to the e↵ective exposure
time, with the red and blue colors for the Module A and B detectors, respectively. The axes values are the angular separations
from the position of QSO J0100+2802, which is represented by the large cross symbol.

The deep NIRCam WFSS observations enable a high-
completeness search for host galaxies of the known metal
absorption systems along this line of sight. Using the
[O iii]-emitter sample, we identified host galaxy candi-
dates within ±500 km s�1 and 300 physical kpc (pkpc)
for four absorption systems (zabs = 5.34, 5.95, 6.01, 6.19)
out of the eight known systems. In Figure 8, the absorp-
tion systems with host candidates are marked by vertical
dotted lines. These candidate associations in fact repre-
sent all the sample galaxies that lie within 200 pkpc of
the sightline within the redshift range studied: in other
words, if a galaxy is within 200 pkpc of the quasar sight-
line then it has a metal absorption line associated with
it.
As noted above, the galaxy associated with the metal

absorber at z = 5.33 was a priori classified as being in
the second confidence class (CONFID=1) mostly because
this object is at the bluer edge of the sensitivity curve
which makes it hard to assess the [O iii] 4960-to-5008
ratio. However, this coincidence, with the remarkably
small impact parameter of (only) 19 pkpc and a velocity
o↵set ⇡ 120 km s�1, further supports that this is truly
a high-z [O iii]-source and that it is associated with the
absorber.
Interestingly, absorber-host candidates were identified

for all three of the high-ionization systems, including the
zabs = 6.19 system coincident with the aforementioned

prominent overdensity, but only for one out of the five
low-ionization systems. This could reflect the di↵erence
in the galaxy populations and/or physical conditions
in the absorption systems at di↵erent ionization condi-
tions. A more detailed study of these absorber–galaxy
associations, including those identified at lower redshifts
via other emission lines such as H↵ will be presented in
companion papers (Bordoloi et al., in prep; Simcoe et
al., in prep).
In the remainder of this paper, we focus on the sub-

sample of 59 [O iii]-emitters which are located within
the redshift range where the transmission of Ly↵ and
Ly� along the line of sight may be probed by the quasar
spectrum.

5. CORRELATION OF GALAXIES WITH IGM
TRANSMISSION

In this section, we investigate the relation between
galaxies and the surrounding IGM during the later
stages of reionization by measuring the cross-correlation
between the location of [O iii]-emitting galaxies and the
transmission of the IGM in Ly↵ and Ly�.
As shown in Figures 6 and 8, the Ly↵ transmission

varies strongly across the range of redshifts accessible.
However, we may identify the three di↵erent regimes:
1) 5.3 < z < 5.7, where the Ly↵ transmission is quite
strong and much more ubiquitous than at higher red-

Q
SO 18

[OIII] emitters at z=5.3–6.9

• 117 [OIII]-selected galaxies were 
identified across z=5.3–6.9


• Strongly clustered in the redshift 
space


• Three overdensities:

• z=6.19 (N=20)

• z=6.33 (N=24)  

at the quasar redshift! 
• z=6.78 (N=12) 


• >=1 galaxies were found within 
300 pkpc of four metal absorption 
systems.

Q
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視
線
か
ら
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[OIII] emitters at z=5.3–6.9
1.1 um + 2.0 um + 3.5 um They are red for [OIII] in F356W

5.4 5.6 5.8 6.0 6.2 6.4 6.6 6.8
Redshift ([OIII]5008)

3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 4.0
Wavelength [Å]Wavelength [μm]

Redshift (w.r.t [OIII] 5008)
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Auto spatial correlation of [OIII]-emitting clumps
6 Matthee et al.

Figure 4. The cumulative distribution of the number of

object pairs as a function of their angular separation, nor-

malised to the maximum number of pairs. The red symbols

show the distribution of separations for all [OIII] emitters,

the purple symbols show the separations for pairs of [OIII]

emitters that have velocity di↵erences less than 1000 km s�1

and the black symbols for the full source catalog. Error bars

represent poisson noise. The grey dashed line shows the ex-

pectation for a random distribution. The [OIII] emitters

show a significant excess in the number of pairs below a scale

of 200, which corresponds to ⇡ 10 kpc. All [OIII] pairs within

200 also happen to be closely separated in redshift (�v = 600

km s�1 at max).

|�v| < 1000 km s�1 from each other and therefore plau-
sibly physically associated.
Motivated by these results, we match all [OIII] emit-

ters within a linking length of 200 and merge the individ-
ually detected components within such groups together.
As a result, 27 of the 133 [OIII] emitters are merged to
13 groups, yielding a final sample of 117 [OIII] emitting
systems.

3.3. Flux Measurements

We measure total line-fluxes of the galaxies from the
grism EMLINE data using an optimal 1D extraction as
follows. First, we collapse the profile of the [OIII]5008
line over ±400 km s�1 in the spectral direction (±1000
km s�1 for multiple component systems) and use the
python package lmfit to fit the spatial profile with be-
tween 1-4 gaussians based on visual inspection of the
grism and imaging data and the relative goodness of fit.
The vast majority of objects are small and unresolved
and therefore fitted with a single gaussian. We use the
shape of the [OIII]5008 line as it is always the brightest
line in the spectra of our galaxy sample. Measurements
are independently performed for modules A and B, and,
in case both are available, we average them. Spatially
resolved line-ratios will be explored in a future paper.

Then, we extract the full 1D continuum-filtered (EM-
LINE) spectrum assuming this same spatial profile.
Since we noticed that the uncertainties that are prop-
agated by the pipeline significantly under-estimate the
noise level, we re-scale the noise level of the 2D EM-
LINE spectrum by enforcing that the standard devia-
tion of empty-sky pixels that cover wavelengths � =
3.15 � 3.95µm in our spectrum equals the mean noise
level at the same wavelength range. Example 1D ex-
tracted spectra are shown in Fig. 2.
Finally, we fit the spectral line-profile of the [OIII]5008

line with between 1-3 gaussians. The fitting is similarly
performed using a least-squares algorithm using lmfit
and errors on the total line-fluxes are propagated from
the covariance matrix. The various components repre-
sent multiple closely separated clumps in the grism data,
and we find no strong indication for separate dynamical
components (e.g. broad wings) in the spectra of indi-
vidual [OIII] emitters. We then force the same spectral
profile on the H� and [OIII]4960 lines, conservatively al-
lowing 100 km s�1 velocity o↵sets due to possible un-
certainties in the wavelength solution, and measure their
total line-flux.
We find that the [OIII]4960:[OIII]5008 ratio is consis-

tent with the expected 1:2.98 within 1� for the vast
majority of galaxies (100/117 total objects, where the
line-ratio is 2.97 ± 0.04 on average). Uncertainties in
the sensitivity curve at the edges of our wavelength cov-
erage, weak contamination by foreground emission-lines
or residuals from the continuum filtering process leads
to slightly di↵erent line ratios in the other 17 objects.

3.4. SED fitting

Our survey was designed to obtain a complete sample
of spectroscopic redshifts and has less imaging cover-
age than typical extra-galactic survey fields. For z ⇠ 6
galaxies, we cover the rest-frame UV with two filters
(F115W, F200W)5 and have one rest-frame optical filter
(F356W) that includes the lines covered by our WFSS.
This challenges the characterisation of the full spectral
energy distributions (SEDs) of our galaxies.
On the other hand, our spectroscopic measurements

of nebular line-emission o↵er significant constraining
power on the presence of young stellar populations (e.g.
Leitherer et al. 1999; Matthee et al. 2022a). Besides
strong emission-lines, the ionizing radiation from the
young stellar populations also powers strong nebular
continuum emission that may contribute substantially
to the spectrum (Reines et al. 2010; Byler et al. 2017;
Topping et al. 2022). For our data, this is particu-

5
While there is partial coverage in several HST and ground-based

imaging filters, we here only include JWST imaging data as this

leads to the most uniform coverage across the field. At the red-

shifts considered in this paper, optical data mostly probe wave-

lengths below Lyman-↵ and therefore do not help constrain stel-

lar SEDs.

Clumps connected within 2" are 
regarded as a single "system".


The morphological properties of the 
sample will be studied in more 
details in future papers.

Paper II (Matthee+)
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Example spectra
EIGER II: Characterisation of [OIII] emitters at z ⇠ 6 27

Figure 21. 1D and 2D emission-line spectra of the [OIII] emitters in the sample centered on H� and [OIII]4960,5008. In each

panel, we show the 2D grism spectrum in module A and module B (when covered). The 1D spectrum is the average of the

optimally extracted 1D spectrum in each module. The blue shaded region shows the uncertainty.

APPENDIX

A. ALL H� + [OIII] SPECTRA

In Figures 21 - 28 we show the 1D and 2D grism spectra of all 117 [OIII] emitters identified and studied in this
paper.

Paper II (Matthee+)
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Physical properties

22

EIGER II: Characterisation of [OIII] emitters at z ⇠ 6 7

Figure 5. Overview of the information that we can measure for two example [OIII] emitters identified in the JWST data. For

each object, we fit the spectral energy distribution using a composite stellar and nebular emission and dust attenuation model

(see §3.4) to the three photometric data-points and the H� and [OIII] emission-line fluxes. Open squares show the modeled flux

in the F115W, F200W and F356W filters, respectively, while black squares show the measured photometry and its uncertainties.

The main parameters that we derive from the SED models are the UV luminosity, the stellar mass and the emission-line EWs.

The false-color stamps reveal the diverse morphologies of the [OIII] emitters whereas the generally red colors highlight the

regions within the systems with strong line-emission. We display the 2D continuum-filtered spectra in both modules A and B

(when available). The modules have opposite dispersion directions, where module B mirrors the image in the spatial direction.

This is clearly illustrated in the spectrum of the object on top. Red and orange lines highlight the locations of H� and [OIII],

respectively. Both objects in this Figure are identified as groups with three line-emitting components.

• EW0 ([OIII]4960,5008) ~ 850 (200–3000) Å

• Stellar mass logMstar/Msun ~ 7–10

• Ages ~30–300 Myr

• Metallicity ~ 0.1 solar

F115W
F200W

F365W

SED fit to F115W, F200W,  
and F356W + line fluxes 
with Prospector 
 
Existing photomeric data  
(e.g., HST) will be included 
in future papers.

Paper II (Matthee+)
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Bright [OIII] emissions
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EIGER II: Characterisation of [OIII] emitters at z ⇠ 6 13

Figure 11. The field [OIII] luminosity function at z = 5.33� 6.96 (masking ±1000 km s�1 around the redshift of the quasar;

black hexagons). Open hexagons show the uncorrected number densities. The red line and shaded region shows the fitted

Schechter function and the 68% confidence interval fixing the faint-end slope to ↵ = �2.0. Our number densities are compared

to early JWST estimates at z ⇠ 6 based on commissioning data (Sun et al. 2022b), narrow-band measurements at z ⇡ 3.3

(Khostovan et al. 2015) and the inferred [OIII] luminosity function at z ⇠ 8 based on modeling the SEDs of UV-selected

galaxies (De Barros et al. 2019).

Typically, luminosity functions are parametrised with
a Schechter (1976) function:

�(L)dL = �?(
L

L?
)↵e�

L
L? d(

L

L?
), (2)

where �? is the characteristic number density, L? the
characteristic luminosity and ↵ the faint-end slope. As
shown in Fig. 11, our measured number densities of
[OIII] emitters at z ⇠ 6 do not show significant evi-
dence for an exponential decline at high luminosities.
Therefore, fitting all three parameters of the LF (which
we do in linear space) leads to significant uncertainties
(↵ = �0.24+1.24

�1.88, log10(�
?) = �2.41+0.17

�5.27 cMpc�3 and

log10(L?/erg s�1) = 42.18+3.49
�0.33). When we fit the LF

while fixing the faint-end slope to ↵ = �2.0 which is
the same as the UV LF at z ⇠ 6 (e.g. Bouwens et al.
2021), we obtain the following constraints log10(�?) =
�7.38+4.01

�0.15 cMpc�3 and log10(L?/erg s�1) = 46.94+0.05
�3.90.

While the fitted faint-end slope is uncertain, we note
that a flatter faint-end slope compared to the UV LF
may not be unexpected in case the mass-metallicity re-
lation is steep and lower mass galaxies emit increasingly
less [OIII] photons. This is further explored in §5.3.
When comparing our measured [OIII] LF to results

at lower redshifts (e.g. z ⇡ 3 Khostovan et al. 2015),

we find remarkably little evolution in the [OIII] LF over
z = 3 � 6, in stark contrast to the decline of the UV
LF and the cosmic star formation rate density over this
epoch (e.g. Finkelstein 2016; Bouwens et al. 2021). Our
number densities are lower than early JWST commis-
sioning results (Sun et al. 2022b) and are comparable
to those inferred by De Barros et al. (2019) based on
SED modelling at z ⇡ 8, although with a clearly di↵er-
ent shape. We discuss the interpretation of the [OIII]
luminosity function and the caveats further in §6.

5. THE PHYSICAL CONDITIONS IN EARLY
GALAXIES

In addition to selecting and confirming the distances
to galaxies, the measured emission-lines also provide in-
sights into the properties of galaxies. In this section we
first compare the variations in the H�-to-UV luminosity
ratios and interpret this in the context of the production
e�ciency of ionising photons. We then focus on line-
ratios, in particular [OIII]/H�, which are interpreted in
the context of the gas-phase metallicity. Here we limit
ourselves to galaxies at z > 5.5 where H� is spectrally
covered.

5.1. Stacking methodology
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Figure 19. The field [OIII]5008 luminosity density (integrated down to a limiting luminosity of 1042.2 erg s�1) as a function

of redshift, scaled to the density at z = 2. Our results based on JWST spectroscopy are shown as a red hexagon (assuming a

faint-end slope ↵ = �2, see §4.3). The small red pentagon shows our results for our fit with varying faint-end slope (best-fit

↵ = �0.2), showing that this does not significantly a↵ect out results. The SED infered [OIII] luminosity density at z ⇠ 8

is shown as open diamond (De Barros et al. 2019). Green circles show the narrow-band luminosity densities measured by

(Khostovan et al. 2015) and the pink data-points show results from the HST grisms at lower redshifts (Colbert et al. 2013). The

grey line shows the evolution of the cosmic star formation rate density from Madau & Dickinson (2014), also scaled to z = 2.

terstellar media make these galaxies in comparison much
more luminous in [OIII] (see also Fig. 8). In this pic-
ture, it is indeed not a surprise that we measure a typi-
cal [OIII]/H� that is close to the maximum expected in
star-forming galaxies (e.g. Bian et al. 2018).
At some point, these favourable conditions for [OIII]

emission should no longer be balanced by the declining
star formation rate density. Further, the [OIII] luminos-
ity decreases at even lower metallicities than the ones
that characterise our sample (as indicated by our stack-
ing results in Fig. 17. These processes combined should
lead to a rapid decline in ⇢[OIII] at z > 6 that could po-
tentially probed by future JWST observations in redder
NIRCam filters. Likewise, it is plausible that the [OIII]
luminosity declines rapidly in a significant fraction of
galaxies with masses below < 107 M�, which would lead
to a flattening of the [OIII] LF towards fainter luminosi-
ties, and a less dramatic di↵erence between the evolu-
tion of ⇢[OIII] and the star formation rate density once
we would integrate to fainter luminosity limits. Charac-
terising such flattening of the [OIII] LF should be per-
formed with deeper complete emission-line surveys.

6.2. The role of galaxies during reionization

A prime goal of our EIGER survey is to observe the
role of galaxies in the reionization of the Universe, in
particular using the cross-correlation between galaxies
and Ly↵ forest data in the quasar spectra. The ability
to simultaneously measure the ionizing emissivity ⇠ion

for these galaxies is promising. Generally, our measured
log10(⇠ion/Hz erg�1) = 25.31+0.29

�0.16 is somewhat higher
than the canonical values that have been assumed when
modeling the role of galaxies in the reionization of the
Universe (e.g. Robertson et al. 2013). High values of ⇠ion
imply that more modest values of the escape fraction of
ionising photons are needed for galaxies to reionize the
Universe by z ⇡ 6 (e.g. Davies et al. 2021), or that the
contribution from very faint galaxies is minor (MUV >
�17 e.g. Matthee et al. 2022b).
As shown in Paper I, we find clear indications of an

excess Ly↵ and Ly� transmission at a distance of ⇡ 5
cMpc around [OIII] emitters at z ⇡ 6 in this single
quasar sight-line. This demonstrates the local enhance-
ment in the ionising emissivity around galaxies and sup-
ports an important role of galaxies in the end stages
of cosmic reionization. With the full EIGER data, our
simultaneous measurement of ⇠ion may enable us to con-
strain the escape fraction and contribution of faint un-
seen galaxies using a larger sample of quasar sight-lines
(e.g. Kakiichi et al. 2018; Meyer et al. 2020).

6.3. The most metal poor galaxies in our sample

The early results on the gas-phase metallicities in
z ⇠ 6 � 7 galaxies (§5.3) suggest that there are signifi-
cant metallicity variations. As can be seen in Fig. 15,
the five objects with the lowest [OIII]/H� ratios (. 3)
appear among the intermediate masses probed by our
sample. We show the stacked spectrum of these five

10 Matthee et al.

Figure 7. The median stacked spectrum (without continuum filtering) of the 16 [OIII] emitting galaxies at z = 6.28�6.81 (z =

6.325 on average) that are not contaminated by foreground objects and have a UV continuum brighter than MUV < �20.5. H�

and the [OIII]4960,5008 lines are clearly seen. Continuum emission is detected with a S/N of 5.9 which allows direct spectroscopic

measurement of the combined EW0(H�+[OIII])=948+192
�138 Å.

we have visually inspected the WFSS data of all [OIII]
emitters and selected the 76 objects that are not strongly
contaminated by foreground objects. We have verified
that these 76 objects are representative of the full sam-
ple in terms of their UV and line luminosities (i.e. their
L[OIII]-LUV relation is similar to that of the total sam-
ple). We then extract 2D SCI spectra of these objects
and create median stacks after masking remaining fore-
ground emission, shifting the spectra to the same rest-
frame grid and scaling them by their luminosity dis-
tance. A further small background subtraction is ap-
plied based on the median value in the o↵-center part of
the stacked 2D spectrum. A median stack is preferred
over a mean stack in order to further reduce the impact
of unmasked contamination. We then perform an opti-
mally weighted extraction by measuring the average spa-
tial shape of the two [OIII] lines. While we do not detect
the continuum in the median stack of all these 76 objects
(EW0(H�+[OIII])> 970 Å at 5� significance), we do de-
tect the continuum for the subset of 16 galaxies with UV
luminosity brighter than MUV < �20.5, see Fig. 7, with
a signal to noise of 5.9. The H� EW0 of this stack is
116+26

�19 Å and the [OIII]4960+5008 EW0 = 832+170
�122 Å.

This confirms the extremely high average rest-frame op-
tical emission lines in relatively UV bright galaxies at
z ⇠ 6 purely using spectroscopy.

4.1.2. Spectro-photometric EWs

With stacking we lose information on the distribution
of EWs and we were further not able to directly measure
the EW in the majority of faint galaxies in our sample
due to the non-detection of the continuum in the spec-
trum. We therefore explore EW measurements based
on the imaging and WFSS data combined. Line-flux
measurements of the lines that contaminate the F356W
photometry may directly inform us about the contin-
uum level at these wavelengths and therefore the EW.
However, there are uncertainties on the continuum slope
within the filter and the contribution from faint unde-
tected lines. We therefore primarily use physically moti-
vated continuum levels based on the SED models (§3.4)
to measure the EWs, but also compare these to more ad
hoc measurements.
Our ad hoc measurement of the EW is done as follows:

we model the flux measured in the F356W imaging data

Figure 8. The relation between the [OIII] EW and stellar

mass at a wide range of redshifts. The spectroscopically de-

termined EW is shown as a red star. We compare the average

EWs in bins of mass (red hexagons; derived as detailed in

§4.1.2 and error-bars marking the 16-84th percentiles) to ex-

treme emission-line galaxies at z ⇡ 2 (van der Wel et al.

2011) and UV-selected galaxies at z ⇠ 7 (Endsley et al.

2022). We show the distribution of EWs in SDSS galaxies

at fixed mass (corresponding to the 1, 2, 3� percentiles) in

grey shades and also show the mass-dependency of the EW

in star-forming galaxies and [OIII]-selected samples at z ⇡ 3

(respectively Khostovan et al. 2016; Reddy et al. 2018b).

as a combination of continuum emission that follows a
power-law with slope � = �2 and line emission from
H�, H� and [OIII] and fit this model to the photometry
and line-flux measurements. We assume H�/H� = 0.4
based on our stacks (§5). The H� and [OIII] EWs are
derived from the model output. Our SED model-based
EWs are derived from the posteriors of the SED fitting.
The median SED-based EW of our full sample is

EW0(H�+[OIII])=850+750
�400 Å, which agrees very well

with the ad hoc measurement of 840+840
�440 Å (errors cor-

respond to the 68 % percentiles). The two measure-
ments are typically consistent with a median ratio of
0.98 and a scatter of 0.2 dex. These EWs imply that
40+22

�15 % of the flux in the F356W photometry is due
to line-emission. For the bright subset of 16 galaxies

Paper II (Matthee+)
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Metallicity: [OIII]4363 detected in the stack
14 Matthee et al.

Figure 12. Median stacked 1D rest-frame emission-line spectrum of the full sample of 117 [OIII] emitters at z = 5.33 � 6.93.

The grey shaded region shows the uncertainty estimated through bootstrap resampling. Each spectrum is weighted equally. We

highlight the wavelengths of H�, [OIII]4364, H� and [OIII]4960,5008 which are all detected at S/N> 5.

While we base our results on detections of [OIII] and
H� in many individual galaxies, we also use results from
median stacks in various subsets of our galaxy sample as
these stacked spectra allow the detection of fainter fea-
tures. In Fig. 12 we show the stacked 1D spectrum
of the full sample of [OIII] emitters. Since the rest-
frame wavelength coverage bluewards of [OIII] is not
uniform, one needs to interpret this stack with caution,
but we show it for illustrative reasons here. The median
stack is obtained after shifting the 1D spectrum of each
[OIII] emitter to the same rest-frame wavelength grid
and rescaling it with the luminosity distance and red-
shift. We also account for slight residuals in the over-
all background and continuum subtraction by subtract-
ing the median continuum level masking wavelengths of
possible emission lines. Uncertainties are estimated by
stacking 1000 bootstrap realisations of the sample. Fig.
12 shows the strong H� and [OIII]4960,5008 emission-
lines, but also evidence for H� and [OIII]4364 which we
will discuss below. We note that faint residuals of our
continuum-filtering method are present around H� and
[OIII]. These are due to our emission-line mask miss-
ing some of the faint outskirts and/or companions of
the emission-line detections while performing the con-
tinuum filtering. We also note that the line-profiles of
the stronger lines appear to have faint broad wings, but
their interpretation is ambiguous as any spatial extent
of the lines in the dispersion direction could mimic such
dynamical features. We therefore only focus on line-
fluxes, which we measure using a two component gaus-
sian model. By comparing the EMLINE and SCI stacks
of the clean sample (see §4.1.1), we find that these resid-
uals a↵ect the flux of the [OIII]5008 line by 5 %, and
other lines by < 1 %. We therefore base the [OIII] flux
measurements of our stacks on the measured [OIII]4960
flux and assume the intrinsic 1:2.98 ratio, verified in the
stack of the clean sample. The measurements of the UV
luminosity, median stellar mass and H� and [OIII] lumi-
nosities are listed in Table 2, where we also list various
properties derived from these measurements.

Figure 13. 1D spectrum of one of the most luminous [OIII]

emitters in our sample which shows detections of H� (in-

tegrated S/N=7.6), H� and [OIII]4960,5008. Note that the

region of H� and [OIII]4364 is covered only for galaxies at

z > 6.25.

5.2. The production e�ciency of ionising photons

Our SED fitting results indicate that our sample of
[OIII] emitters is characterised by relatively young stel-
lar ages ⇠ 100 Myr that power the strong emission-lines.
Here we interpret the emission-line strengths in the con-
text of the production e�ciency of ionising photons, ⇠ion,
which is a crucial parameter in assessing the impact of
galaxies on cosmic reionization (e.g. Robertson et al.
2013). ⇠ion can be measured from stellar population
models (e.g. Duncan & Conselice 2015), but also us-
ing the Balmer recombination lines (e.g. Bouwens et al.
2016).
We detect the H� line in a significant fraction of

the objects in the sample and can therefore estimate
⇠ion = LH�

cH�LUV

, where the line-emission coe�cient cH� =

4.86⇥ 10�13 erg for case B recombination with electron
temperature 104 K and a zero escape fraction of ion-
ising photons (e.g. Schaerer 2003). Without applying
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Figure 17. The relation between gas-phase metallicity and stellar mass at z ⇠ 6 for galaxies and stacks with direct Te-based

metallicity estimates. The horizontal errors show the boundaries of the subsets (pentagons) and the 16-84th percentiles of

masses in the full stack (star), respectively. We highlight the systematic uncertainty between di↵erent strong-line calibrations

in the bottom-right. We find that recent measurements in individual galaxies (Curti et al. 2022) roughly scatter around the

metallicity of our median stack of z ⇠ 6.5 [OIII] emitters. The average metallicity is slightly higher than expectations from the

FIRE simulation (Ma et al. 2016), once these have been rescaled to match the mass-metallicity relation at z ⇡ 3 (Sanders et al.

2021).

Now, under the assumption that the Bian et al. (2018)
calibration is also applicable for our stacks in subsets of
mass, we estimate gas-phase metallicities for these sub-
sets and list them in Table 3. Based on the relation
between [OIII]/H� and mass that is shown in Fig. 15,
we assume that our two most massive subsets are on
the higher metallicity branch of the [OIII]/H� - metal-
licity relation, while the other subsets are on the lower
branch. In Fig. 17 we compare the Te-based metallic-
ity measurement of our median stack and our strong-line
method based measurements in subsets of mass to recent
measurements in early JWST spectra (e.g. Curti et al.
2022) and (rescaled) expectations from hydrodynamical
simulations (Ma et al. 2016). Our strong-line method
estimates are suggestive of a strong correlation between
metallicity and mass, in line with expectations from the
simulations. Our results extend the redshift evolution of
a decreasing metallicity at fixed mass established from
z ⇡ 0 � 3 (e.g. Sanders et al. 2021), and our measure-
ment for the sample averaged metallicity (from the Te-
method) is in line with the redshift evolution expected
from these simulations.
We however note that the applicability of the spe-

cific strong-line calibration is uncertain. For example,

our direct-method based metallicity for the full stack
of galaxies at z > 6.25 is significantly lower than the
strong-line based metallicity of subsets with similar mass
as the median mass of the full sample. While this could
be due to calibration uncertainties, we remark that line-
ratios measured in median stacks of samples with a rela-
tively wide variation in line-ratios – especially with val-
ues around the peak of a double-valued relation – may
be challenging to interpret. Further, if we would use the
Nakajima et al. (2022) calibration for sources with high
EWs, we find that the metallicities of our two lowest
mass stacks would increase by ⇡ 0.2 dex yielding milder
redshift evolution at z & 3 and a shallower slope. Fu-
ture follow-up targeting fainter lines such as [OIII]4363
and ongoing e↵orts to re-calibrate strong line methods at
high-redshift will be able to relieve some of these caveats.
Further, larger samples from the full EIGER data will
enable stacks in subsets with smaller dynamic range.

6. DISCUSSION AND OUTLOOK

Here we will discuss our results and provide an outlook
of some results that can be anticipated with the obser-
vations of the full EIGER sample in six quasar fields.
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Lyα forest spectrum of QSO J0100+2802

26

Observed spectrum: 17-hr VLT/X-shooter spectrum, S/N~200 per 50 km/s (or ~0.5 Mpc)  
Intrinsic continuum: estimated from a neural network trained by low-z QSOs

z(Lya)=5.30 z(Lya)=6.33
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Lyα forest spectrum of QSO J0100+2802

27

Three redshift regimes 

Pos
t-re

ion
.

Mid-re
ion

.

Nea
r-z

on
e 

of 
the

 Q
SO



9 February, 2023   APEC seminar @ Kavli IPMU Daichi KASHINO

Galaxy – Lyα forest cross-correlation

28

Post-reionization regime (z=5.3–5.7): 
ubiquitous transmission of Lyα

Transmission appears to be suppressed near galaxies 
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Galaxy – Lyα forest cross-correlation

29

Mid-reionization regime (z=5.3–5.7): 
with rare, distinct transmission spikes

Galaxies are coincident with transmission spikes. 
First direct evidence of local ionization of the IGM by galaxies
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Galaxy – Lyα forest cross-correlation
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Mid-reionization regime (z=5.3–5.7): 
with rare, distinct transmission spikes

Galaxies are coincident with transmission spikes. 
First direct evidence of local ionization of the IGM by galaxies
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Galaxy – Lyα forest cross correlation

31

Quasar near-zone (z=6.15–6.25): 
where the radiation from the QSO dominates.

Transmission is suppressed near the galaxy overdensities.
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Figure 12. The average Ly↵ transmission as a function of
distance from the [O iii]-emitter galaxies in the three redshift
regimes 5.3 < z < 5.7, 5.7 < z < 6.14, and 6.15 < z < 6.24.
The upper and lower panels show the values with log and
linear scales to accomodate the wide range in the data. The
dashed lines and the shaded regions indicate the mean and
the central 68 and 95 percentiles of the probability distribu-
tion obtained when the transmission along the line of sight
is randomly scrambled (see text for details). At the lowest
redshifts, the transmission increases monotonically to larger
distances. At slightly higher redshifts, as the EoR is ap-
proached, the transmission curve shows a pronounced peak
around 5–6 cMpc. Finally, in the quasar near zone, where
the ionizing radiation from the quasar dominates, the trans-
mission reverts to the earlier monotonic behaviour.

It should also be noted that Ly↵ transmission is not
seen near the known metal-absorber systems (and thus
near their host candidate galaxies). All these findings
accumulate evidence that star-forming galaxies directly
impact on the surrounding IGM, but in a complex man-
ner.

5.1. Average transmission around galaxies

To quantify the e↵ects of galaxies on the IGM, we
measured the average Ly↵ transmission, denoted T (r),
as a function of comoving distance r from the [O iii]-
emitters in these three redshift regimes (5.3 < z < 5.7,
5.7 < z < 6.14, and 6.15 < z < 6.26).
Figure 12 shows the galaxy–Ly↵ transmission cross-

correlation, or the transmission curves T (r). In each of
the two lower redshift regimes, we took out the e↵ect of
(relative) redshift evolution within each redshift range
by dividing by the cosmic mean transmission as a func-
tion of redshift (Eilers et al. 2018) and then multiplying
back by the average within the redshift range in question

(to revert back to the absolute scale):

T̃ (zLy↵) =
T (zLy↵)

Tmean(zLy↵)
⇥

R zmax

zmin
Tmean(z)dz

zmax � zmin

, (1)

where Tmean is the cosmic mean transmission and T̃ is
the product of this step that is used for calculating the
transmission curve T (r).
In the near-zone regime where the ionizing radiation

is dominated by the quasar, we adopted a modeled av-
erage transmission profile as a function of distance from
the quasar, instead of the cosmic mean. This is shown in
Figure 9. The model profile assumes that the surround-
ing IGM density is constant and that the radiation field
� scales as r�2 where r is the distance from the quasar.
This produces T / exp(�ar

2) when the neutral fraction
is substantially small. Here the (constant) parameter a,
to be determined from the data, reflects the combination
of the IGM density and the luminosity of the ionizing
radiation.
Because we want to see if the IGM transmission is af-

fected by nearby galaxies, we compared the observed
transmission curves, T (r), with Monte-Carlo realiza-
tions using random transmission spectra. The random
data were generated by partitioning the real quasar spec-
trum into 0.7 cMpc-width bins and shu✏ing their order
within the redshift range. This reshu✏ing bin-size is
comparable to the instrumental resolution and thus also
comparable to the narrowest possible width of discrete
transmission spikes. We applied Gaussian smoothing
with � = 2 cMpc to both real and random transmis-
sion spectra before measuring the average transmission
around the galaxies. We limited our analysis within
r < 15 cMpc, i.e., ⇠ 2⇥ the maximum transverse dis-
tance covered by our data (⇠ 7cMpc at z ⇠ 6) in the
survey area.
Figure 12 illustrates that the overall level of Ly↵ trans-

mission, observed at larger r in the random realization,
varies strongly between the redshift ranges. This reflects
the global evolution of the cosmic ionizing radiation field
with redshift, plus the strong near-zone ionization e↵ect
due to the quasar in the highest redshift regime.
At the lowest redshift range, the transmission T (r) is

very low near to galaxies, and monotonically increases
with distance away from them, reaching an asymptotic
value at r ⇠ 8 cMpc. This monotonic increase in
transmission away from galaxies is similar to what is
observed at lower redshifts (e.g., Tummuangpak et al.
2014; Bielby et al. 2017; Mukae et al. 2020; Chen et al.
2020; Momose et al. 2021). This monotonic increase in
T (r) can be interpreted to be reflecting the ionization of
the IGM by a more or less uniform cosmic ionizing back-

Galaxy – Lyα forest cross-correlation

Post-reionization:  
Transmission is suppressed due to 
dense gas around galaxies, and 
increases towards the level set by the 
more or less uniform background 
radiation 


Mid-reionization: 
Transmission peaks at ~ 5 cMpc, 
likely due to local ionization effect of 
galaxies, then decreases at larger 
distances, reflecting the low level of 
mean ionization of the universe

Quasar near zone:  
Dominating local but large-scale strong radiation from 
quasar leads the trend similar to what is seen at lowest-
z (but with much higher T)
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First rest-frame optical spectrum of z~6 QSO
4 A.-C. Eilers et al.
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Figure 1. Quasar spectrum of J0100+2802 observed with ground-based facilities (top) and NIRCam WFSS on JWST (bottom)
with the filter F356W shown as the orange shaded region. Grey shaded areas show masked wavelengths a↵ected by foreground
absorption systems, regions of significant telluric absorption, regions with strong sky line residuals, as well as regions at the very
edge of the filter transmission. The red curve shows the best fit to the quasar spectrum, while the colored curves in the insets
show the individual components of the spectral fit (power-law continuum: blue dashed; Balmer continuum: dark green dotted;
iron-template: green; Gaussian line components: yellow, grey or purple).

one good, unsaturated sample in the ramp-fitting step.
We then run the Image2Pipeline to obtain calibrated
images (* cal.fits), and apply the 1/f noise reduc-
tion, remove any snowballs and other artifacts from
the data, and subtract the sky and any wisp artifacts.
We use tweakwcs4 to align all exposures relative to
each other, and then stack all exposure with a global
alignment calibrated to Gaia stars. Any o↵sets are ap-
plied to the calibrated images directly, before all ex-
posures are ultimately combined to a final mosaic by
the Image3Pipeline. The exposure time of the images
in the two short-wavelengths filters F115W and F200W
add up to 4380 s per visit, i.e. approximately 4.9 hours
in total, while the direct images with the F356W filter

4
https://github.com/spacetelescope/tweakwcs

sum up to 1578 s per visit, i.e. 1.8 hours total. Individual
exposures are stacked weighted by their inverse variance.
The final images (for one of the four visits) in the

three broad band NIRCam filters F115W, F200W and
F356W of a 500 ⇥500 region around the quasar are shown
in the left column of Fig. 3. Note that we do not take
the quasar images from the full mosaic for modeling the
PSF (see § 4), but only the images from one visit (i.e.
visit 1), since it results in a better PSF subtraction.
Since the noise properties in the short wavelength fil-

ters that are reported by the jwst pipeline seem to over-
estimate the pixel-to-pixel variance in the science image,
we re-scale the inverse variance in the science images by
a factor of 2.0 in F115W and 1.8 in F200W. We do
not apply any re-scaling in the long wavelength filter
F356W.

NIRCam F356W
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Figure 1. Quasar spectrum of J0100+2802 observed with ground-based facilities (top) and NIRCam WFSS on JWST (bottom)
with the filter F356W shown as the orange shaded region. Grey shaded areas show masked wavelengths a↵ected by foreground
absorption systems, regions of significant telluric absorption, regions with strong sky line residuals, as well as regions at the very
edge of the filter transmission. The red curve shows the best fit to the quasar spectrum, while the colored curves in the insets
show the individual components of the spectral fit (power-law continuum: blue dashed; Balmer continuum: dark green dotted;
iron-template: green; Gaussian line components: yellow, grey or purple).

one good, unsaturated sample in the ramp-fitting step.
We then run the Image2Pipeline to obtain calibrated
images (* cal.fits), and apply the 1/f noise reduc-
tion, remove any snowballs and other artifacts from
the data, and subtract the sky and any wisp artifacts.
We use tweakwcs4 to align all exposures relative to
each other, and then stack all exposure with a global
alignment calibrated to Gaia stars. Any o↵sets are ap-
plied to the calibrated images directly, before all ex-
posures are ultimately combined to a final mosaic by
the Image3Pipeline. The exposure time of the images
in the two short-wavelengths filters F115W and F200W
add up to 4380 s per visit, i.e. approximately 4.9 hours
in total, while the direct images with the F356W filter
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in the left column of Fig. 3. Note that we do not take
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PSF (see § 4), but only the images from one visit (i.e.
visit 1), since it results in a better PSF subtraction.
Since the noise properties in the short wavelength fil-

ters that are reported by the jwst pipeline seem to over-
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we re-scale the inverse variance in the science images by
a factor of 2.0 in F115W and 1.8 in F200W. We do
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Table 1. Parameters of the black hole mass scaling relations.

emission line ↵ � � � reference

C IV (corrected) 6.71 2 0.53 1350 Å Coatman et al. (2017)

Mg II 6.86 2 0.50 3000 Å Vestergaard & Osmer (2009)

H� 6.91 2 0.50 5100 Å Vestergaard & Peterson (2006)

Figure 2. Median rest-frame optical quasar spectra from
low-redshift (0  z  1) SDSS quasars, binned by the
quasars’ bolometric luminosity (left) or EW(H� ) (right).
All spectra are normalized to unity at 5100 Å. The spec-
tra show a clear decrease in the strength of the narrow
[O III] emission lines with increasing Lbol and decreasing
EW. The quasar J0100+2802 is with a bolometric luminos-
ity of log

10
(Lbol/erg s�1) ⇡ 48 more luminous than any of

the low-redshift SDSS quasars. However, low-redshift SDSS
quasars with a similar EW(H� ) compared to J0100+2802
(i.e. EW(H� )= 165 Å) exhibit clearly narrow [O III] emis-
sion, which is not present in the spectrum of J0100+2802.

These spectral properties allow us to obtain three dif-
ferent estimates of the black hole mass based on the
C IV, Mg II and H� emission using Eqn. 1. Reassur-
ingly, we find consistent results between the black hole
mass measurements derived from the rest-frame UV as
well as the rest-frame optical emission lines. All esti-
mates point to a SMBH mass of J0100+2802 between
9.7  log10(M•/M�)  10.2 (see Tab. 2). The observa-
tional uncertainties on these measurements are obtained
via error propagation of the measurement uncertainties
of the FWHM of the emission line and L�. While the
statistical errors on these measurements are small, there
are large systematic uncertainties in the applied scaling
relations of approximately 0.4�0.5 dex (e.g. Vestergaard
& Peterson 2006), and thus all estimates of the SMBHs
are consistent within the expected uncertainties. The
measurements show that this quasar indeed hosts a ten
billion solar mass black hole at z = 6.327, which is the
most massive SMBH known in the early universe.

3.3. Equivalent Width of the Quasar’s [O III] Emission

We will now take a closer look at the spectral shape
of the quasar around the H�+[O III] emission line com-
plex. We estimate an equivalent width (EW) in the ob-
served wavelength frame for the [O III] doublet emis-
sion of EW([O III]) ⇡ 67 Å. Interestingly, nearly all
of this emission arises from the broad [O III] compo-
nents, since we do not find any narrow [O III] emission
in the spectrum of J0100+2802 (see inset in Fig. 1). It
is not unusual to observe weaker narrow [O III] emission
lines with increasing bolometric luminosity (e.g. Bald-
win 1977) and decreasing equivalent width of the H�
emission in low-redshift quasar spectra from the Sloan
Digital Sky Survey (SDSS; Ahumada et al. 2020; Lyke
et al. 2020), as shown in the median low-redshift SDSS
quasar spectra in Fig. 2. However, we would not expect
the narrow [O III] emission lines to be completely ab-
sent even for bright (i.e. Lbol & 1047erg s�1) quasars,
or quasars with H� equivalent widths comparable to
J0100+2802 (i.e. EW(H� )= 165 Å). Thus, the absence
of narrow [O III] emission lines observed in J0100+2802
could point towards evolutionary e↵ects in the quasar
spectra and might be a sign that the narrow line re-
gion (NLR) around the quasar is still in the formation
process at z > 6. It has been suggested recently that
under-luminous [O III] emission in quasar spectra could
also be linked to a low gas content in the narrow line re-
gion (NLR) of the quasar (Agostino et al. 2022). Upcom-
ing additional rest-frame optical spectra of high-redshift
quasars observed with JWST will be required to confirm
whether we could indeed be witnessing the formation of
the NLR at these redshifts.

4. NO EVIDENCE FOR STRONG
GRAVITATIONAL LENSING

All estimates of the SMBH mass rely on the assump-
tion that the observed luminosity of the quasar is intrin-
sic to the quasar itself. If the quasar’s luminosity was,
however, magnified by a factor of µ due to strong gravi-
tational lensing, the black hole masses would be overes-
timated by a factor of µ� (with � ⇡ 0.5; see Tab. 1).
Previous studies searched for multiple images of the

quasar or deviations from a single point spread function
(PSF) due to strong gravitational lensing e↵ects based

The [OIII] lines are surprisingly weak, with 
no significant narrow component, far 
different from typical SDSS quasars.


FWHM (Hβ) = 6480 ± 170 km/s
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Table 2. Spectral properties of the quasar
J0100+2802.

spectral property measurement

FWHMC IV [km s�1] (corrected) 4270 ± 150

FWHMMg II [km s�1] 3790 ± 30

FWHMH� [km s�1] 6480 ± 170

�vC IV [km s�1] �2470 ± 80

�vMg II [km s�1] �980 ± 10

�vH� [km s�1] �110 ± 20

1350ÅL
1350Å

[1046 erg s�1] 41.1 ± 0.1

3000ÅL
3000Å

[1046 erg s�1] 25.6 ± 0.1

5100ÅL
5100Å

[1046 erg s�1] 20.1 ± 0.1

log
10

(M•/M�) (C IV) 9.9 ± 0.1

log
10

(M•/M�) (Mg II) 9.7 ± 0.1

log
10

(M•/M�) (H� ) 10.2 ± 0.1

4.1. PSF modeling and subtraction

Making use of the photutils package (Bradley et al.
2020), we build an e↵ective PSF by means of the bright-
est stars in the quasar field in the respective filter. To
this end we first select stars by searching for peaks
(� 30 MJy sr�1) in the stacked images, while exclud-
ing all peaks that belong to any extended sources rather
than stars as well as stars too close ( 2.500) to the edge
of our field of view. This results in 5 (3, 4) stars for the
F155W (F200W, F356W) filter from which we build an
e↵ective PSF model (Anderson & King 2000).
Note that since the spectral energy distribution (SED)

of the quasar is much redder than the SED of stars, we
expect small di↵erences in the shape of the PSFs. How-
ever, we nevertheless obtain better results when model-
ing the PSF when building an e↵ective PSF using stars
in the field than when applying webbpsf5, which allows
the user to input a quasar SED to construct a PSF
model.
Leveraging the capabilities of psfMC, which performs

2D surface brightness modelling on astronomical im-
ages using a MCMC algorithm (Mechtley 2014; Marshall
et al. 2021), we model the quasar as a single point source
and find the best fit PSF model to the quasar images.
Note that psfMC requires a noise model for the e↵ective

5
https://webbpsf.readthedocs.io/en/latest/

PSF. To this end we assume a SNR= 100 of the e↵ective
PSF at each pixel with a fixed noise floor for all pixels
below the 20th percentile of pixel values.
The results of the PSF modeling and subtraction are

shown in Fig. 3 for the three di↵erent NIRCam filters
F115W, F200W and F356W. The first column shows
the quasar images, the second column shows our best fit
model, i.e. a single point source convolved with the PSF
model, while the last column shows the residuals of the
quasar after subtracting the PSF model. We do not find
any evidence from deviations of a single PSF in any of
the three filters.
In order to further test whether we can find any evi-

dence for a second quasar image, we repeat the model-
ing procedure and fit the quasar images with two PSFs
instead of a single one. The best fit parameters for the
central pixels of the two models are less than 1 pixel (i.e.
0.0300) apart, when the magnitudes of both images are
approximately equal. Thus we do not find any evidence
for two quasar images and conclude that any possible
e↵ects due to strong gravitational lensing of the source
have to result in image separations of less than a couple
of pixels, i.e. below the di↵raction limit of ✓ ⇡ 0.0500.

4.2. Searching for a foreground deflector galaxy

We also search for a possible deflector galaxy in the
foreground of the quasar, which could cause the quasar
to be gravitationally lensed. To this end, we search for
any extended emission close to the quasar sightline, since
we expect any low-redshift deflector galaxy to be spa-
tially extended given the size distribution of low-redshift
galaxies. In van der Wel et al. (2014), the authors report
a median e↵ective radius of R ⇡ 1�4 kpc (R ⇡ 3�6 kpc)
for early-type (late-type) galaxies with a stellar mass of
M? ⇠ 5 ⇥ 1010 M� at redshifts 0 < z < 3, which corre-
sponds to spatial extents of ⇠ 0.100�0.500 (⇠ 0.400�0.800).
We do not see any extended sources close to the quasar

sightline in the NIRCam filters F115W, F200W and
F356W down to the 5� maximum sensitivity of 28.7,
29.2, 29.0 magnitude, respectively, in the deepest area of
the mosaic around the quasar (Kashino et al. 2022). Fur-
thermore, HST imaging in the filter F606W at an e↵ec-
tive wavelength of �e↵ = 5776.43 Å, where the quasar’s
emission is heavily suppressed thanks to the interven-
ing intergalactic medium acting as a natural band pass
filter, does not reveal any extended sources around the
quasar sightline (Yue et al. in prep.).
If a deflecting object would be right along our line-of-

sight to the quasar, we would only be able to see the
object in the images after subtracting the quasar’s PSF,
since the quasar would outshine all foreground objects.
However, we do not see any significant extended emis-

Hβ ( + L5100Å) is considered as the best SMBH 
indicator, well calibrated at local universe.


Three empirical indicators, (Hβ, CIV, MgII) 
point to a SMBH mass logM●/Msun=9.7–10.2 
, with Hβ yielding the highest.


Statistical errors are small, but the systematic 
uncertainties are large (~0.5 dex, or a factor 
of 3).
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Figure 3. PSF modeling of the quasar images in the NIRCam filters F115W (top), F200W (middle) and F356W (bottom).
The left columns show a 500 ⇥ 500 cutouts of the quasars, the middle columns show the quasar model, i.e. a single point source
convolved with the PSF model, while the right columns show the residuals of the quasar after subtracting the model, normalized
by the peak pixel value of the quasar. The black dashed circle indicates the most probable image separation of �✓ ⇡ 0.800 for a
lensed source at the quasar’s redshift (see Fig. 4).

on high spatial resolution HST imaging, but have been
unsuccessful. The observed quasar images are consistent
with a single PSF indicating no evidence for multiple
images or arcs with a spatial separation of the di↵raction
limit of ✓ ⇡ 0.1000, using the F850LP filter at a central
wavelength of � = 0.914µm on HST’s Advanced Camera
for Surveys (ACS; Fujimoto et al. 2020, Yue et al. in
prep.).
The diameter of JWST’s mirror is, at 6.5 meters,

nearly 3-times larger compared to the 2.4-meter mirror

of HST, which reduces the di↵raction limit by a factor of
two to ✓ ⇡ 0.0500 in the F115W filter at a central wave-
length of � = 1.154µm. In the F200W (F356W) filter
with a longer central wavelength � = 1.989µm (� =
3.568µm) the di↵raction limit approaches ✓ ⇡ 0.0800

(✓ ⇡ 0.1400). With the improved spatial resolution of
JWST we will now readdress the question, whether we
can find any evidence for strong gravitational lensing in
this ultra-luminous quasar by detailed modeling of the
quasar’s PSF.

No multiple images at the 
diffraction limit 0.05".
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Me yr−1 (Kennicutt 1998). Based on the typical values
between SFR and Mstar among quiescent galaxies at the similar
redshift, the SFR value of ∼1 Me yr−1 corresponds to the Mstar
value of ∼1010−11 Me (see e.g., Figure 3 in Barro et al. 2014).
These results suggest the possibility that the foreground object
with _ �M 10star

10 11 Me at z=2.33 may affect the brightness
of J0100+2802 via the gravitational lensing effect.

To test whether the four components identified in the HR
map can indeed be explained by strong gravitational lensing,
we construct a mass model with the parametric gravitational
lensing package GLAFIC (Oguri 2010). Here we fix the lens
redshift at z=2.33 where the possible foreground object is
identified. The mass model consists of a singular isothermal
ellipsoid (SIE) and an external shear. We adopt no priors on the
centroid of the SIE, while we add a Gaussian prior on the
amplitude of the external shear of γ=0.05±0.05. The flux
errors are assumed to be 10%. The approximate positional
uncertainty of the ALMA map Δp in milliarcseconds is given

by
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where σ is the peak S/N, ν is the observing frequency in GHz,
and B is the maximum baseline length in kilometers (ALMA
technical handbook11). For a peak with S/N=5 in our ALMA
maps, we obtain Δp of ∼0 02. Due to the large elongation of
the ALMA beam shape, we conservatively adopt the positional
error of 0 03. After the fitting routine for the four peak
positions in the HR map, we obtain the best-fit mass model
with the χ2 over the degree of freedom of 6.11/3. With this
fiducial lens mass model, the Einstein radius is 0 14, which
corresponds to the line-of-sight velocity dispersion of the
lensing galaxy of 121km s−1 at the lens redshift of 2.33.
Interestingly, from the scaling relation for quiescent galaxies
(e.g., Zahid et al. 2016), the velocity dispersion of 121km s−1

corresponds to the Mstar value of ∼1010.3Me, which is
consistent with the independent Mstar estimate
of∼1010–11Me from the Lyα line luminosity. We list the
magnification factors for the four components in Table 1. The
best-fitting mass model predicts a total magnification of ∼58
for the ALMA source, although given the relatively large
positional uncertainty the uncertainty of the lens mass model is
also relatively large, with a total magnification range
of∼18–117 at the 2σ level. Since the purpose of this paper
is to present a possible gravitational lensing interpretation
rather than a full exploration of the lens mass model, in what
follows we focus only on our best-fitting mass model and adopt
it as our fidcuial model.
Figure 3 presents the positions (left panel) and intrinsic flux

densities (right panel) of the four components predicted by our
fiducial mass model. In the left panel, the red crosses and
triangles show the positions of the four components in the
observed and model maps, respectively. We find that all four
positions are consistent within the errors. In the right panel, the
dashed line presents the average value of the intrinsic flux

Figure 1. ALMA 1 2×1 2 images of J0100+2802. The LR (natural-weighted), MR (Briggs-weighted, robust=0.5), and HR (Briggs-weighted, robust=0.2)
maps are presented from left to right. The white contour shows the −3σ level, and the black contour denotes the 3σ, 4σ, 5σ, 6σ, 7σ, 8σ, 9σ, 10σ, 15σ, and 20σ levels.
The rms noise levels of the LR, MR, and HR maps are 16 μJy beam−1, 17 μJy beam−1, and 20 μJy beam−1, respectively. The ALMA synthesized beam is presented
at the bottom left. We confirm that the MR map shows the consistent morphology in the previous study (see Figure 1 in Wang et al. 2019). The blue cross represents
the optical emission peak position in the GAIA DR2 catalog.

Table 1
Component Summary

Comp. R.A. Decl. Sobs S/N
(J2000) (J2000) (mJy)

(1) (2) (3) (4)

Total 1:00:13.026 +28:02:25.81 1.3 21

Δα Δδ Sobs,peak μ

(″) (″) (mJy beam−1)
(5) (6) (7) (8)

AID1 +0.02 −0.05 0.19 10 19.6
AID2 −0.01 +0.12 0.17 8.9 15.2
AID3 −0.13 −0.02 0.14 7.4 13.9
AID4 −0.22 +0.16 0.10 5.4 9.7

Note. (1) Name of the components. (2) Coordinate of the 1 mm continuum
emission evaluated with the peak pixel position. (3) Flux density estimated
with the aperture diameter of 0 8. (4) S/N at the peak. (5) R.A. offset from (1).
(6) Decl. offset from (1). (7) Peak pixel value for each component. (8)
Magnification factor at the peak estimated with the fiducial mass model.

11 Section 10.5.2: https://almascience.nao.ac.jp/documents-and-tools/
cycle7/alma-technical-handbook.
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at the bottom left. We confirm that the MR map shows the consistent morphology in the previous study (see Figure 1 in Wang et al. 2019). The blue cross represents
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lensing package GLAFIC (Oguri 2010). Here we fix the lens
redshift at z=2.33 where the possible foreground object is
identified. The mass model consists of a singular isothermal
ellipsoid (SIE) and an external shear. We adopt no priors on the
centroid of the SIE, while we add a Gaussian prior on the
amplitude of the external shear of γ=0.05±0.05. The flux
errors are assumed to be 10%. The approximate positional
uncertainty of the ALMA map Δp in milliarcseconds is given
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where σ is the peak S/N, ν is the observing frequency in GHz,
and B is the maximum baseline length in kilometers (ALMA
technical handbook11). For a peak with S/N=5 in our ALMA
maps, we obtain Δp of ∼0 02. Due to the large elongation of
the ALMA beam shape, we conservatively adopt the positional
error of 0 03. After the fitting routine for the four peak
positions in the HR map, we obtain the best-fit mass model
with the χ2 over the degree of freedom of 6.11/3. With this
fiducial lens mass model, the Einstein radius is 0 14, which
corresponds to the line-of-sight velocity dispersion of the
lensing galaxy of 121km s−1 at the lens redshift of 2.33.
Interestingly, from the scaling relation for quiescent galaxies
(e.g., Zahid et al. 2016), the velocity dispersion of 121km s−1

corresponds to the Mstar value of ∼1010.3Me, which is
consistent with the independent Mstar estimate
of∼1010–11Me from the Lyα line luminosity. We list the
magnification factors for the four components in Table 1. The
best-fitting mass model predicts a total magnification of ∼58
for the ALMA source, although given the relatively large
positional uncertainty the uncertainty of the lens mass model is
also relatively large, with a total magnification range
of∼18–117 at the 2σ level. Since the purpose of this paper
is to present a possible gravitational lensing interpretation
rather than a full exploration of the lens mass model, in what
follows we focus only on our best-fitting mass model and adopt
it as our fidcuial model.
Figure 3 presents the positions (left panel) and intrinsic flux

densities (right panel) of the four components predicted by our
fiducial mass model. In the left panel, the red crosses and
triangles show the positions of the four components in the
observed and model maps, respectively. We find that all four
positions are consistent within the errors. In the right panel, the
dashed line presents the average value of the intrinsic flux

Figure 1. ALMA 1 2×1 2 images of J0100+2802. The LR (natural-weighted), MR (Briggs-weighted, robust=0.5), and HR (Briggs-weighted, robust=0.2)
maps are presented from left to right. The white contour shows the −3σ level, and the black contour denotes the 3σ, 4σ, 5σ, 6σ, 7σ, 8σ, 9σ, 10σ, 15σ, and 20σ levels.
The rms noise levels of the LR, MR, and HR maps are 16 μJy beam−1, 17 μJy beam−1, and 20 μJy beam−1, respectively. The ALMA synthesized beam is presented
at the bottom left. We confirm that the MR map shows the consistent morphology in the previous study (see Figure 1 in Wang et al. 2019). The blue cross represents
the optical emission peak position in the GAIA DR2 catalog.

Table 1
Component Summary

Comp. R.A. Decl. Sobs S/N
(J2000) (J2000) (mJy)

(1) (2) (3) (4)

Total 1:00:13.026 +28:02:25.81 1.3 21

Δα Δδ Sobs,peak μ

(″) (″) (mJy beam−1)
(5) (6) (7) (8)

AID1 +0.02 −0.05 0.19 10 19.6
AID2 −0.01 +0.12 0.17 8.9 15.2
AID3 −0.13 −0.02 0.14 7.4 13.9
AID4 −0.22 +0.16 0.10 5.4 9.7

Note. (1) Name of the components. (2) Coordinate of the 1 mm continuum
emission evaluated with the peak pixel position. (3) Flux density estimated
with the aperture diameter of 0 8. (4) S/N at the peak. (5) R.A. offset from (1).
(6) Decl. offset from (1). (7) Peak pixel value for each component. (8)
Magnification factor at the peak estimated with the fiducial mass model.

11 Section 10.5.2: https://almascience.nao.ac.jp/documents-and-tools/
cycle7/alma-technical-handbook.
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Summary
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•EIGER, a JWST GTO program of slitless spectroscopic survey of z~6 galaxies in the quasar 
fields.

•First observation was conducted in the field of ultraluminous QSO J0100+2802 z=6.33

•First large sample of 117 [OIII]-selected galaxies over z=5.3–6.9 

•EW0~1000Å, stellar mass ~ 107–1010 Msun, metallicity ~ 0.1 Zsun

•Strong overdensities (one at z=zQSO=6.33)


•Direct evidence for local ionization of the IGM by galaxies at z~5.9 
•SMBH mass from Hβ log ~ 10.2, no evidence for strong lensing 

Check our papers on arXiv: 
2211.08254 Kashino+: survey design, details of analysis, and correlation with the IGM 

transmission

2211.08255 Matthee+:characterization of the [OIII]-selected galaxies

2211.16261 Eilers+: SMBH measurement of QSO J0100+2802 from Hβ

More papers will come soon.


