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#### Abstract

We study monoids generated by certain Zariski-van Kampen generators in the 17 fundamental groups of the complement of logarithmic free divisors in $\mathbb{C}^{3}$ listed by Sekiguchi. They admit positive homogeneous presentations (Theorem 1). Five of them are Artin monoids and eight of them are free abelian monoids. The remaining four monoids are not Gaußian and, hence, are neither Garside nor Artin (Theorem 2). However, we introduce the concept of fundamental elements for positive homogenously presented monoids, and show that all 17 monoids posses fundamental elements (Theorem 3).


## 1 Introduction

A hypersurface $D$ in $\mathbb{C}^{l}\left(l \in \mathbb{Z}_{\geq 0}\right)$ is called a logarithmic free divisor ([S1]), if the associated module $\operatorname{Der}_{\mathbb{C}^{l}}(-\log (D))$ of logarithmic vector fields is a free $\mathcal{O}_{\mathbb{C}^{l}}$ module. Classical example of logarithmic free divisors is the discriminant loci of a finite reflection group ( $[\mathrm{S} 1,2,3,4]$ ). The fundamental group of the complement of the discriminant loci is presented (Brieskorn [B]) by certain positive homogeneous relations, called Artin braid relations. The group (resp. monoid) defined by that presentation is called an Artin group (resp. Artin monoid) of finite type [B-S], for which the word problem and other problems are solved
using a particular element $\Delta$, the fundamental elements, in the corresponding monoid ([B-S], [D], [G]).

In [Se1], Sekiguchi listed up 17 weighted homogeneous polynomials, defining logarithmic free divisors in $\mathbb{C}^{3}$, whose weights coincide with those of the discriminant of types $\mathrm{A}_{3}, \mathrm{~B}_{3}$ or $\mathrm{H}_{3}$. Then, the fundamental groups of the complements of the divisors are presented by Zariski-van Kampen method by [I1] (we recall the result in $\S 3$ ). It turns out that the defining relations can be reformulated by a system of positive homogeneous relations in the sense explained in $\S 4$ of the present paper, so that we can introduce monoids defined by them. We show that, among 17 monoids, five are Artin monoids, and eight are free abelian monoids. However, four remaining monoids are not Gaussian, and hence are neither Garside nor Artin (§5). Nevertheless, we show that they carry certain particular elements similar to the fundamental elements in Artin monoids (§6).

Let us explain more details of the contents. The 17 Sekiguchi-polynomials $\Delta_{X}(x, y, z)$ are labeled by the type $X \in\left\{\mathrm{~A}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{i}}, \mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{iii}}, \mathrm{B}_{\mathrm{iv}}, \mathrm{B}_{\mathrm{v}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{i}}\right.$, $\left.\mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}, \mathrm{H}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{v}}, \mathrm{H}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{viii}}\right\}$ (§2). They are monic polynomials of degree 3 in the variable $z$. We calculate the fundamental group of the complement of the divisor $D_{X}:=\left\{\Delta_{X}(x, y, z)=0\right\}$ in $\mathbb{C}^{3}$ by choosing Zariski-pencils $l$ in $z$ coordinate direction, which intersect the divisor $D_{X}$ at 3 points. Zariski-van Kampen method gives a presentation of the fundamental group $\pi_{1}\left(\mathbb{C}^{3} \backslash D_{X}, *\right)$ with respect to three generators $a, b$ and $c$ presented by a suitable choice of paths in the pencil counterclockwise turning once around each of three intersection points.

We rewrite the Zariski-van Kampen relations into a system of positive homogeneous relations (not unique, $\S 4$ Theorem 1), and study the group $G_{X}$ and the monoid $G_{X}^{+}$defined by the relations as well as the localization homomorphism $\pi: G_{X}^{+} \xrightarrow{X} G_{X}$, where $G_{X}$ is naturally isomorphic to $\pi_{1}\left(\mathbb{C}^{3} \backslash D_{X}, *\right)$. We denote by $\pi G_{X}^{+}$the image of $G_{X}^{+}$in $G_{X}$, that is, the monoid generated by the Zariski-van Kampen generators $\{a, b, c\}$ in $\pi_{1}\left(\mathbb{C}^{3} \backslash D_{X}, *\right) .{ }^{1}$ The monoid $\pi G_{X}^{+}$ depends on the choice of generators but not on the choice of homogeneous relations, whereas the monoid $G_{X}^{+}$does. It turns out that $G_{X}^{+}$are Artin monoids for the types $X \in\left\{\mathrm{~A}_{\mathrm{i}}, \mathrm{B}_{\mathrm{i}}, \mathrm{H}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{iv}}\right\}$, and are free abelian monoids for the types $X \in\left\{\mathrm{~B}_{\mathrm{iii}}, \mathrm{B}_{\mathrm{v}}, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{v}}, \mathrm{H}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{viii}}\right\}$ so that one has the injectivities: $G_{X}^{+} \rightarrow G_{X}$. However, for all the remaining four types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}$, the monoids $\pi G_{X}^{+}$does not admit the divisibility theory (see [B-S, §5], or $\S 5$ Theorem 2 of present paper). That is, their associated groups are not Gaussian groups [D-P, §2], and, hence, they are neither Artin nor Garside groups (actually, we have an isomorphism $G_{\mathrm{B}_{\mathrm{vi}}}^{+} \simeq G_{\mathrm{H}_{\mathrm{ii}}}^{+}$and hence $\pi G_{\mathrm{B}_{\mathrm{vi}}}^{+} \simeq \pi G_{\mathrm{H}_{\mathrm{ii}}}^{+}$).

On the other hand, as one main result of the present paper, we show that the monoid $G_{X}^{+}$carries some distinguished elements, which we call fundamental ( $\S 6$ Theorem 3). Namely, we call an element $\Delta \in G_{X}^{+}$fundamental (see $\S 6$ ) if there exists a permutation $\sigma_{\Delta}$ of the set $\{a, b, c\} / \sim \quad(:=$ the image of the set $\{a, b, c\}$ in $\left.G_{X}^{+}\right)$such that for any $d \in\{a, b, c\} / \sim$, there exists $\Delta_{d} \in G_{X}^{+}$such

[^0]that the following relation holds:
$$
\Delta=d \cdot \Delta_{d}=\Delta_{d} \cdot \sigma_{\Delta}(d) .
$$

The set $\mathcal{F}\left(G_{X}^{+}\right)$of fundamental elements in $G_{X}^{+}$form a subsemigroup of $G_{X}^{+}$ such that $\mathcal{Q Z}\left(G_{X}^{+}\right) \mathcal{F}\left(G_{X}^{+}\right)=\mathcal{F}\left(G_{X}^{+}\right) \mathcal{Q} \mathcal{Z}\left(G_{X}^{+}\right)=\mathcal{F}\left(G_{X}^{+}\right)$(see $\S 6$ Fact 3.) where $\mathcal{Q Z}\left(G_{X}^{+}\right)$is the quasi-center of $G_{X}^{+} .{ }^{2}$

Since the localization homomorphism induces a map $\mathcal{F}\left(G_{X}^{+}\right) \rightarrow \mathcal{F}\left(\pi G_{X}^{+}\right)$, the fact $\mathcal{F}\left(G_{X}^{+}\right) \neq \emptyset$ for all 17 monoids ( $\S 6$ Theorem3) implies $\mathcal{F}\left(\pi G_{X}^{+}\right) \neq \emptyset$.

In $\S 7$, we discuss the cancellation condition on the monoid $G_{X}^{+}$. In fact, this condition together with the existence of fundamental elements (shown in §6), imply that the localization homomorphism $\pi: G_{X}^{+} \rightarrow G_{X}$ is injective. An Artin monoid or a free abelian monoid satisfies already the cancellation condition ([B$\mathrm{S}]$ ). We show that the monoid $G_{\mathrm{B}_{\mathrm{ii}}}^{+}$satisfies the cancellation condition (Theorem 4). For the remaining three types $\mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}$, we do not know whether the localization homomorphism $\pi$ is injective or not. That is, we don't know whether we have sufficiently many defining relations to assert the cancellation condition or not.

Finally in $\S 8$, we construct non-abelian representations of the groups $G_{\mathrm{B}_{\mathrm{ii}}}, G_{\mathrm{B}_{\mathrm{vi}}}$, $G_{\mathrm{H}_{\mathrm{ii}}}$ and $G_{\mathrm{H}_{\mathrm{iii}}}$ into $\mathrm{GL}_{2}(\mathbb{C})$ (Theorem 5). Actually, this result is independent of $\S 5,6$ and 7 , and is used in the proof of Theorem 2 in $\S 5$.

[^1]
## 2 Sekiguchi's Polynomial

J. Sekiguchi [Se1,2] listed the following 17 weighted homogeneous polynomials $\Delta$ in three variables $(x, y, z)$ satisfying freeness criterion by K.Saito [S1].

$$
\begin{aligned}
\Delta_{\mathrm{A}_{\mathrm{i}}}(x, y, z) & :=-4 x^{3} y^{2}-27 y^{4}+16 x^{4} z+144 x y^{2} z-128 x^{2} z^{2}+256 z^{3} \\
\Delta_{\mathrm{A}_{\mathrm{ii}}}(x, y, z) & :=2 x^{6}-3 x^{4} z+18 x^{3} y^{2}-18 x y^{2} z+27 y^{4}+z^{3} \\
\Delta_{\mathrm{B}_{\mathrm{i}}}(x, y, z) & :=z\left(x^{2} y^{2}-4 y^{3}-4 x^{3} z+18 x y z-27 z^{2}\right) \\
\Delta_{\mathrm{B}_{\mathrm{ii}}}(x, y, z) & :=z\left(-2 y^{3}+4 x^{3} z+18 x y z+27 z^{2}\right) \\
\Delta_{\mathrm{B}_{\mathrm{iii}}}(x, y, z) & :=z\left(-2 y^{3}+9 x y z+45 z^{2}\right) \\
\Delta_{\mathrm{B}_{\mathrm{iv}}}(x, y, z) & :=z\left(9 x^{2} y^{2}-4 y^{3}+18 x y z+9 z^{2}\right) \\
\Delta_{\mathrm{B}_{\mathrm{v}}}(x, y, z) & :=x y^{4}+y^{3} z+z^{3} \\
\Delta_{\mathrm{B}_{\mathrm{vi}}}(x, y, z) & :=9 x y^{4}+6 x^{2} y^{2} z-4 y^{3} z+x^{3} z^{2}-12 x y z^{2}+4 z^{3} \\
\Delta_{\mathrm{B}_{\mathrm{vii}}}(x, y, z) & :=(1 / 2) x y^{4}-2 x^{2} y^{2} z-y^{3} z+2 x^{3} z^{2}+2 x y z^{2}+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{i}}}(x, y, z) & :=-50 z^{3}+\left(4 x^{5}-50 x^{2} y\right) z^{2}+\left(4 x^{7}+60 x^{4} y^{2}+225 x y^{3}\right) z \\
& -(135 / 2) y^{5}-115 x^{3} y^{4}-10 x^{6} y^{3}-4 x^{9} y^{2} \\
\Delta_{\mathrm{H}_{\mathrm{ii}}}(x, y, z) & :=100 x^{3} y^{4}+y^{5}+40 x^{4} y^{2} z-10 x y^{3} z+4 x^{5} z^{2}-15 x^{2} y z^{2}+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{iii}}}(x, y, z) & :=8 x^{3} y^{4}+108 y^{5}-36 x y^{3} z-x^{2} y z^{2}+4 z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{iv}}}(x, y, z) & :=y^{5}-2 x y^{3} z+x^{2} y z^{2}+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{v}}}(x, y, z) & :=x^{3} y^{4}-y^{5}+3 x y^{3} z+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{vi}}}(x, y, z) & :=x^{3} y^{4}+y^{5}-2 x^{4} y^{2} z-4 x y^{3} z+x^{5} z^{2}+3 x^{2} y z^{2}+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{vii}}}(x, y, z) & :=y^{3} z+y^{5}+z^{3} \\
\Delta_{\mathrm{H}_{\mathrm{viii}}}(x, y, z) & :=x^{3} y^{4}+y^{5}-8 x^{4} y^{2} z-7 x y^{3} z+16 x^{5} z^{2}+12 x^{2} y z^{2}+z^{3} .
\end{aligned}
$$

Here, the polynomials are classified into three types A, B and H according to whether the numerical data $(\operatorname{deg}(x), \operatorname{deg}(y), \operatorname{deg}(z) ; \operatorname{deg}(\Delta))$ is equal to $(2,3,4 ; 12),(2,4,6 ; 18)$ or $(2,6,10 ; 30)$, respectively. In each type, the polynomials are numbered by small Roman numerals i, ii,... etc. We remark that, in all cases, the polynomial is a monic polynomial of degree 3 in the variable $z$.

## 3 Zariski-van Kampen Presentation

Let $X$ be one of the 17 types $\mathrm{A}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{i}}, \ldots, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{i}}, \ldots, \mathrm{H}_{\mathrm{viii}}$. In the present section, we recall in Table 1 from [I1] [S-I1] the result of the calculation of the fundamental group $\pi_{1}\left(S_{X} \backslash D_{X}, *_{X}\right)$ of the complement of the free divisor $D_{X}$ in the space $S_{X}$ by Zarisik-van Kampen method (see [Ch],[T-S] for instance), where we put $S_{X}:=\mathbb{C}^{3}$ and

$$
\begin{equation*}
D_{X}:=\left\{(x, y, z) \in \mathbb{C}^{3} \mid \Delta_{X}(x, y, z)=0\right\} . \tag{3.1}
\end{equation*}
$$

Table 1.

$$
\begin{aligned}
& \pi_{1}\left(S_{\mathrm{A}_{\mathrm{i}}} \backslash D_{\mathrm{A}_{\mathrm{i}}}, *_{\mathrm{A}_{\mathrm{i}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b=b a, \\
b c b=c b c, \\
a c a=c a c
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{A}_{\mathrm{ii}}} \backslash D_{\mathrm{A}_{\mathrm{ii}}}, *_{\mathrm{A}_{\mathrm{ii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a b=b a b a b a, \\
a b a=b a b, \\
b=c
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{i}}} \backslash D_{\mathrm{B}_{\mathrm{i}}}, *_{\mathrm{B}_{\mathrm{i}}}\right) \cong\left\langle\begin{array}{r}
a b a b=b a b a, \\
b c=c b, \\
a c a=c a c, \\
c b a c=b a c a
\end{array}\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{ii}}} \backslash D_{\mathrm{B}_{\mathrm{ii}}}, *_{\mathrm{B}_{\mathrm{ii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a b=b a b a b a, \\
b c=a b, \\
a c=c a
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{iii}}} \backslash D_{\mathrm{B}_{\mathrm{iii}}}, *_{\mathrm{B}_{\mathrm{iii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a=b, \\
\begin{array}{c}
a=c b a b^{-1} c^{-1} \\
b=c b a c b c^{-1} a^{-1} b^{-1} c^{-1} \\
c=c b a c b c b^{-1} c^{-1} a^{-1} b^{-1} c^{-1}
\end{array}
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{iv}}} \backslash D_{\mathrm{B}_{\mathrm{iv}}}, *_{\mathrm{B}_{\mathrm{iv}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a c b=c b a, \\
b c b a=c b a c, \\
c b a c=b a c b, \\
a b=b a
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{v}}} \backslash D_{\mathrm{B}_{\mathrm{v}}}, *_{\mathrm{B}_{\mathrm{v}}}\right) \cong\langle a, b, c \mid a=b=c\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{vi}}} \backslash D_{\mathrm{B}_{\mathrm{vi}}}, *_{\mathrm{B}_{\mathrm{vi}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a=b a b, \\
a c a=b a c, \\
a c a c a=c a c a c
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{B}_{\mathrm{vii}}} \backslash D_{\mathrm{B}_{\mathrm{vii}}}, *_{\mathrm{B}_{\mathrm{vii}}}\right) \\
& \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a=b^{-1} c b a b^{-1} c b a b^{-1} c b a b^{-1} c b a^{-1} b^{-1} c^{-1} b a^{-1} b^{-1} c^{-1} b a^{-1} b^{-1} c^{-1} b, \\
c=b a b^{-1} c b a b^{-1} c b a b^{-1} c b a b^{-1} c^{-1} b a^{-1} b^{-1} c^{-1} b a^{-1} b^{-1} c^{-1} b a^{-1} b^{-1}, \\
a=b a^{-1} b^{-1} c^{-1} b a b^{-1} c b a b^{-1},
\end{array}\right.\right\rangle .
\end{aligned}
$$

$$
\begin{aligned}
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{i}}} \backslash D_{\mathrm{H}_{\mathrm{i}}}, *_{\mathrm{H}_{\mathrm{i}}}\right) \quad \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a=b a b a b, \\
b c=c b, \\
a c a=c a c
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{ii}}} \backslash D_{\mathrm{H}_{\mathrm{ii}}}, *_{\mathrm{H}_{\mathrm{ii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b=b a b a, \\
a c a=b a c, \\
a c a c a=c a c a c
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{iii}}} \backslash D_{\mathrm{H}_{\mathrm{iii}}}, *_{\mathrm{H}_{\mathrm{ii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a=b a b, \\
b c b a=c b a c, \\
c b a=a c b
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{iv}}} \backslash D_{\mathrm{H}_{\mathrm{iv}}}, *_{\mathrm{H}_{\mathrm{iv}}}\right) \cong\langle a, b, c \mid a=b=c\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{v}}} \backslash D_{\mathrm{H}_{\mathrm{v}}}, *_{\mathrm{H}_{\mathrm{v}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a c b a=c b a c, \\
b c b a c=c b a c b, \\
b a c b=c b a c, \\
b c=c b
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{vi}}} \backslash D_{\mathrm{H}_{\mathrm{vi}}}, *_{\mathrm{H}_{\mathrm{vi}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a b a b=b a b a b a b a, \\
b a=c b, \\
a c=b a
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{vii}}} \backslash D_{\mathrm{H}_{\mathrm{vii}}}, *_{\mathrm{H}_{\mathrm{vii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a=c b a c a^{-1} b^{-1} c^{-1}, \\
b=c b a c b c^{-1} a^{-1} b^{-1} c^{-1}, \\
c=c b a c b a b^{-1} c^{-1} a^{-1} b^{-1} c^{-1},
\end{array}\right.\right\rangle . \\
& \pi_{1}\left(S_{\mathrm{H}_{\mathrm{viii}}} \backslash D_{\mathrm{H}_{\mathrm{viii}}}, *_{\mathrm{H}_{\mathrm{viii}}}\right) \cong\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a b a=b a b a b a b, \\
a b=b c, \\
a c=c a
\end{array}\right.\right\rangle .
\end{aligned}
$$

## 4 Positive Homogeneous Presentation

In the present section, we rewrite the presentations of the fundamental groups in section 3 to a positive homogeneous form. We, first, prepare some terminology.

Definition. 1. Let $G=\langle L \mid R\rangle$ be a presentation of a group $G$, where $L$ is the set of generators (called letters) and $R$ is the set of relations. We say that the presentation is positive homogeneous, if $R$ consists of relations of the form $R_{i}=S_{i}$ where $R_{i}$ and $S_{i}$ are positive words in $L$ (i.e. words consisting of only non-negative powers of the letters in $L$ ) of the same length.
2. If a positive homogeneous presentation $\langle L \mid R\rangle$ of a group $G$ is given, then we associate a monoid $G^{+}$defined as the quotient of free monoid $L^{*}$ generated by $L$ by the equivalence relation $\simeq$ defined as follows:

1) two words $U$ and $V$ in $L^{*}$ are called elementarily equivalent if either $U=V$ or $V$ is obtained from $U$ by substituting a substring $R_{i}$ of $U$ by $S_{i}$ where $R_{i}=S_{i}$ is a relation of $R\left(S_{i}=R_{i}\right.$ is also a relation if $R_{i}=S_{i}$ is a relation),
2) two words $U$ and $V$ in $L^{*}$ are called equivalent, denoted by $U \simeq V$, if there exists a sequence $U=W_{0}, W_{1}, \cdots, W_{n}=V$ of words in $L^{*}$ for $n \in \mathbb{Z}_{\geq 0}$ such that $W_{i}$ is elementarily equivalent to $W_{i-1}$ for $i=1, \cdots, n$.
3. The natural homomorphism $\pi: G^{+} \rightarrow G$ will be called the localization homomorphism. The image of the localization homomorphism is denoted by $\pi G^{+}$.

Note. 1. The monoid $\pi G^{+}$depends on the choice of the generators for the group $G$. Even if we choose the same generators for the same group $G$, the monoid $G^{+}$depends on the choice of the relations $R$.
2. Due to the homogeneity of the relations, one defines a homomorphism:

$$
l: G \longrightarrow \mathbb{Z}
$$

by associating 1 to each letter in $L$. The restriction of the homomorphism on $\pi G^{+}$and its pull-back to $G^{+}$by the composition with the localization homomorphism are called length functions. Length functions have the additivity: $l(U V)=l(U)+l(V)$ and the conicity: $l(U)=0$ implies $U=1$ in the monoids. The existence of such length functions implies that the monoids $G^{+}$and $\pi G^{+}$ are atomic ([D-P, §2]) and that $\pi G^{+}$is also a positive homogeneously presented monoid.

Theorem 1. The fundamental group in Table 1. of type $X$ is naturally isomorphic to the following positive homogeneously presented group $G_{X}$ by identifying the generators $\{a, b, c\}$ in both groups.

$$
\begin{aligned}
& \mathrm{A}_{\mathrm{i}} \quad: G_{\mathrm{A}_{\mathrm{i}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b=b a, \\
b c b=c b c, \\
a c a=c a c
\end{array}\right.\right\rangle . \\
& \mathrm{A}_{\mathrm{ii}}: G_{\mathrm{A}_{\mathrm{ii}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a=b a b, \\
b=c
\end{array}\right.\right\rangle . \\
& \mathrm{B}_{\mathrm{i}} \quad: G_{\mathrm{B}_{\mathrm{i}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b=b a b a, \\
b c=c b, \\
a c a=c a c
\end{array}\right.\right\rangle . \\
& \mathrm{B}_{\mathrm{ii}}: G_{\mathrm{B}_{\mathrm{ii}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
c b b=b b a, \\
b c=a b, \\
a c=c a
\end{array}\right.\right\rangle \text {. } \\
& \mathrm{B}_{\mathrm{iii}}: G_{\mathrm{B}_{\mathrm{iii}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a=b, \\
a c=c a
\end{array}\right.\right\rangle \text {. } \\
& \mathrm{B}_{\mathrm{iv}} \quad: G_{\mathrm{B}_{\mathrm{iv}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b=b a, \\
b c b=c b c, \\
a c=c a
\end{array}\right.\right\rangle . \\
& \mathrm{B}_{\mathrm{v}}: G_{\mathrm{B}_{\mathrm{v}}}:=\langle a, b, c \mid a=b=c\rangle \text {. } \\
& a b a=b a b, b c b=c b c, a c a=b a c, c a b=b c a, a c b=c a c, a b b=b b c, \\
& \mathrm{~B}_{\mathrm{vi}} \quad: G_{\mathrm{B}_{\mathrm{vi}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{l}
b c c a=c c a c, b b a c=c a a b, c b b b=b b b a, a c b c b=b c c c a, \\
a c c b b=b c c b a, a c c a a=c c a a c, c a a c c=a a c c a, b a a c c b a=c b a a c c b, \\
a c c c c=b c c c b, b b a a c=c b a a b, b b a a b=c a a a a, c a a a b=a b a a c,
\end{array}\right.\right\rangle . \\
& a^{5}=b^{5}=c^{5}, b a a a b=a a a a c, c c c c a=b c c b b, c c b a a c=a c c b a a \\
& \mathrm{~B}_{\mathrm{vii}}: G_{\mathrm{B}_{\mathrm{vii}}}:=\langle a, b, c \mid a=b=c\rangle . \\
& \mathrm{H}_{\mathrm{i}} \quad: G_{\mathrm{H}_{\mathrm{i}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{c}
a b a b a=b a b a b, \\
b c=c b, \\
a c a=c a c
\end{array}\right.\right\rangle . \\
& \mathrm{H}_{\mathrm{ii}} \quad: G_{\mathrm{H}_{\mathrm{ii}}}:=\left\langle a, b, c \mid \quad R_{\mathrm{H}_{\mathrm{ii}}}\right\rangle \quad\left(R_{\mathrm{H}_{\mathrm{ii}}}\right. \text { is given at the end of present Table). } \\
& a b a=b a b, a c a=c a c, b c b=a b c, c b a=a c b, b c a=c b c, b a a=a a c, \\
& \mathrm{H}_{\mathrm{iii}} \quad: G_{\mathrm{H}_{\mathrm{iii}}}:=\left\langle a, b, c \left\lvert\, \begin{array}{l}
a c c b=c c b c, a a b c=c b b a, c a a a=a a a b, b c a c a=a c c c a, \\
b c c a a=a c c a b, b c c b b=c c b b c, c b b c c=b b c c b, a b b c c a b=c a b b c c a, \\
b c c c c=a c c c a, a a b b c=c a b b a, a a b b a=c b b b b, c b b b a=b a b b c,
\end{array}\right.\right\rangle . \\
& a^{5}=b^{5}=c^{5}, a b b b a=b b b b c, c c c c b=a c c a a, c c a b b c=b c c a b b \\
& \mathrm{H}_{\mathrm{iv}} \quad: G_{\mathrm{H}_{\mathrm{iv}}}:=\langle a, b, c \mid a=b=c\rangle . \\
& \mathrm{H}_{\mathrm{v}} \quad: G_{\mathrm{H}_{\mathrm{v}}}:=\langle a, b, c \mid a=b=c\rangle . \\
& \mathrm{H}_{\mathrm{vi}}: G_{\mathrm{H}_{\mathrm{vi}}}:=\langle a, b, c \mid a=b=c\rangle \text {. } \\
& \mathrm{H}_{\mathrm{vii}}: G_{\mathrm{H}_{\mathrm{vii}}}:=\langle a, b, c \mid a=b=c\rangle \text {. } \\
& \mathrm{H}_{\mathrm{viii}}: G_{\mathrm{H}_{\mathrm{viii}}}:=\langle a, b, c \mid a=b=c\rangle \text {. }
\end{aligned}
$$

$$
\begin{aligned}
& a b a b=b a b a, a c a=b a c, b c b c=c b c b, a c b=c a c, b b c a b a=a b c c a c, \\
& a b b b c a=b a a a a c, b b b a b b=a b b a a a, b a a a a b a=a b b b b a b, \\
& b a a b b b=a a a b a a, a b c c c=c c c a b, b b c b a b=c c c a a c, \\
& c c c b c a a=b b b c c a b, b c c b b b=c c c b c c, b b c c a b=c a a c c c, \\
& c c a a c=b c c a a, c c a a b=a c c a a, c c a b a a c=a c c b c a a, \\
& c a a c c a b=b c a a c c a, a a b a a a=b b b a a b, b b b a a a=a a a b b b, \\
& a b a a a a b=b a b b b b a, a a a b b a=b b a b b b, b a a b b a a=a a b b a a b, \\
& b a a b a a b a a=a b b a b b a b b, a a b b a a c=b a b b c a a, a a a b c=b c a a a, \\
& a b b a a b a a c=b a b b a b b c a, c c c a a a=a a a c c c, c c c b b b=b b b c c c, \\
& c a a c a a c=a a b c c b a, b b b c b b=c b b c c c, a b a c b c=c b c a b a, \\
& c b b b b c b=b c c c c b c, c a b b b c=a c c c c b, b c c c c c a a=c b b b c a a c, \\
& c c b c c c=b b b c c b, c b c a a a b=b c c c a b a, c a a b c b=b a c c c a \text {, } \\
& b c b a a b=a a c c b a, b a a c c b b c=c a c c a b c b, b c c a b b=a c c a a a, \\
& b a b c b a b=c a b c a c a, c a a b b b b c b=b a c c c c c c a, c b a a c c=b c c b a b \text {, } \\
& R_{\mathrm{H}_{\mathrm{ii}}}:=\{ \\
& a b c b a a=c c b a b b, b c b b a a=c c b b a b, c a a c a c=b a b c c a, \\
& c b b a a a a c c=a c a c b b c b a, c a a a a c c=a a b c c c a, b c a b b c c=a a b b c b b, \\
& b b c a a b c=c c c a a b b, c b b c a a b=b c c a b b a, b b a a b b a=a b b a a b b, \\
& a b a a b c c=b b a b b c b, b a c b c a b=c a b c a b a, c b c a b c a=b c a a c a b, \\
& c a a c c b b a=b c a b c a a b, b a b b c b b=a a b c c b c, b b c b b b=c c c b b c, \\
& b c b b b b c=c b c c c c b, b c c b b a b b c=a b c a b c c b a, b b a b c b b a b=c b b a b b c c c, \\
& c a b a a c c c=a b b c b b a b, b a c a b c=c b c a b b, b c a b a a b=a b c a b a a, \\
& a a c c b c a b=b c a b a a c c, c b a a b c c=b a c c b c a, c c c b a a b c=\text { baaccaba } \text {, } \\
& b c c b a a b c=c a b a c b c a, a b a a b c a b a=b b a a b c a b b, c c b b a a a=a a a c c b b, \\
& c c b b a a b c a=a b c a b b a a c, b a a b c a b b a=a b a c a b a a b, b c a a b b=a a a c c a, \\
& a c c b b c c=c c a b b c b, b b c a b b c c c=a b b a b b c c b, b c a a c c b c=a b c a b c c a, \\
& c a b a a b c c=b a b c c b c a, b a b c c b a=c b b a b c b, a a b c c b c a=c a b a a b c b, \\
& a b c b b a a c c b=c c b a a a c a b a, b a a c c b c a=a b a c b a a c, c c b c a b a a=a b c c b a a b \text {, } \\
& b b c b b a b b a=c c b c c b a a b, c b a b b c b a=a c c b a a c b, a a c c c b a b=c b c a a a b a,
\end{aligned}
$$

$$
\begin{aligned}
& b b a a c c c=c c c b b a a, a c a b b a b c=c b b a b c c b, c c a b a a a=a a a c c a b
\end{aligned}
$$

Proof. Except for the types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}, \mathrm{H}_{\mathrm{viii}}$, the relations are obtained by elementary reductions of the Zariski-van Kampen relations, and we omit details.

Some new relations for the cases of types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}$ are obtained by cancelling common factors from the left or from the right of equivalent expressions of the same fundamental elements (introduced in $\S 6$ 6.1. See $\S 7$ Definition 7.1), where these equivalent expressions of a fundamental element are obtained with the help of Hayashi's computer program (see http://www.kurims.kyotou.ac.jp/ saito/SI/). In the following, we sketch how some of them are obtained by hand calculations. In the proof, "the first relation, the second relation, ...", mean "the relation which is at the first place, the second place, ... in Table 1. of Zariski-van Kampen relations in $\S 3$ ".

The case for the type $\mathrm{H}_{\text {viii }}$ needs to be treated separately because its calculations are non-trivial. Detailed verifications are left to the reader.
$\mathrm{B}_{\mathrm{ii}}$ : Using $a b=b c$, rewrite the LHS $a b a b a b$ (resp. RHS bababa) of the first relation to $b c a b b c$ (resp. $b a b b c a$ ). Then, using the commutativity of $a$ and $c$, we cancel $b a$ from left and $c$ from right so that we obtain a new relation $c b b \simeq b b a$.
$\mathrm{B}_{\mathrm{vi}}$ : Using the defining relation $a c a=b a c$, rewrite the LHS acaca of the third relation to $a c b a c$ so that the relation turns to $a c b a c \simeq c a c a c$. We cancel $a c$ from right and obtain a new relation $a c b \simeq c a c$. Using this, one has $b c b a c \simeq$ $b c a c a \simeq b a c b a \simeq a c a b a \simeq a c b a b \simeq c a c a b \simeq c b a c b \simeq c b c a c$.

We cancel $a c$ from right and obtain $b c b \simeq c b c$. Using this, one has $a c a b c \simeq$ $b a c b c \simeq b a b c b \simeq a b a c b \simeq a b c a c$. Cancelling $a$ and $c$ for left and right, we obtain a new relation $c a b \simeq b c a$. Using this, one has $c a b b a \simeq b c a b a \simeq b c b a b \simeq c b c a b \simeq$ $c b b c a$. Cancelling $c$ and $a$ for left and right, we obtain a new relation $a b b \simeq b b c$. The second relation of length 4 is obtained by cancelling $a$ from left of the equality: $a b b a c \simeq b b c a c \simeq b b a c b \simeq b a c a b \simeq a c a a b$.
$\mathrm{H}_{\mathrm{ii}}$ : Using the defining relation $a c a=b a c$, rewrite the LHS acaca of the third relation to acbac so that the relation turns to acbac $\simeq c a c a c$. We cancel $a c$ from right so that we obtain a new relation $a c b \simeq c a c$.
$\mathrm{H}_{\mathrm{iii}}$ : Multiply $b$ to the second relation from the right, and rewire the LHS to $b c a b a$ (by a use of the defining relation $b a b=a b a$ and rewrite the RHS to $c b c b a$ (by a use of the defining relation $a c b=c b a$ ). Cancelling by $b a$ from right, we obtain a new relation $b c a \simeq c b c$.

Using the length 3 relations, one has $a c a b c \simeq a c b c b \simeq c b a c b \simeq c b c b a \simeq$ $c a b c a \simeq c a c b c$. Cancelling by $b c$ from right, we obtain a new relation $a c a \simeq c a c$.

Using the length 3 relations, one has bcaac $\simeq c b c a c \simeq c b a c a \simeq a c b c a \simeq$ $a b c a a \simeq b c b a a$. Cancelling by $b c$ from left, we obtain a new relation $a a c \simeq b a a$.

In the above sequence, the middle term $a c b c a$ is also equivalent to $a c c b c$. Thus, cancelling $c$ from right, we obtain a new relation $a c c b \simeq c b c a(\simeq b c a a)$.
$\mathrm{H}_{\text {viii }}$ : From the defining relations, we have $a b a b a b a \simeq b c b c b c a, b a b a b a b \simeq$ $b b c b c b c$, and, hence, $b c b c b c a \simeq b b c b c b c$ (1). Multiplying $b$ from the right, we get $b c b c b c b c \simeq b c b c b c a b \simeq b b c b c b c b$ (2). In the equality (2), dividing by $b$ from the left, we get $c b c b c b c \simeq b c b c b c b$. Dividing (1) by $b$ from the left, we get $c b c b c a \simeq b c b c b c$. The left hand side of this equality is equivalent to $c a b b c a \simeq$ $a c b b c a$, and the right hand side of the equality is equivalent to $a b b c b c$ so that $a c b b c a \simeq a b b c b c$. Dividing by $a$ from the left, we get $b b c b c \simeq c b b c a \simeq c b b a c$. Dividing by $c$ from the light, we get $c b b a \simeq b b c b(\simeq b a b b)$. Multiplying $c b c b$ from the right, we get $c b b a c b c b \simeq b b c b c b c b$. The right hand side is equivalent to $b b c b c b c b \simeq b c b c b c b c \simeq c b c b c b c c \simeq c b c b c a b c \simeq c b c b a c b c$. The left hand side is equivalent to $c b b a c b c b \simeq c b b c a b c b \simeq c b a b a b c b$, and hence $c b a b a b c b \simeq c b c b a c b c$. Dividing by $c b$ from the left, we get $c b a c b c \simeq a b a b c b$. The left hand side is equivalent to $c b a c a b \simeq c b a a c b$. Dividing by $c b$ from the right, we get $a b a b \simeq c b a a$ (3). Mutiplying $b$ from the right, the left hand side is equivalent to $a b a b b \simeq$ $a c b b a \simeq c a b b a \simeq c b c b a$ so that $c b c b a \simeq c b a a b$. Dividing by $c b$ from the left, we get $c b a \simeq a a b$ (4). Applying (4) to the equality (3), we get $a b a b \simeq c b a a \simeq a a b a$. Dividing by $a$ from the left, we get $b a b \simeq a b a \simeq b c a$. Dividing by $b$ from the left, we get $a b \simeq c a=a c$, and hence $b \simeq c$.

This completes a proof of Theorem 1.
Notation. For each type $X \in\left\{\mathrm{~A}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{i}}, \mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{iii}}, \mathrm{B}_{\mathrm{iv}}, \mathrm{B}_{\mathrm{v}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{i}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}\right.$, $\left.\mathrm{H}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{v}}, \mathrm{H}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{viii}}\right\}$, we denote by $G_{X}, G_{X}^{+}$and $\pi G_{X}^{+}$the group, the monoid and the image of localization $\pi: G_{X}^{+} \rightarrow G_{X}$, respectively, associated with the positive homogeneous relations of type $X$ given in Theorem 1.

From the presentations, we immediately observe the followings.
Corollary 1. i) For the type $X \in\left\{\mathrm{~A}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{i}}, \mathrm{B}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{i}}\right\}$, the monoid $G_{X}^{+}$and the group $G_{X}$ is an Artin monoid and an Artin group of type $\mathrm{A}_{3}, \mathrm{~A}_{2}, \mathrm{~B}_{3}, \mathrm{~A}_{1} \times \mathrm{A}_{2}$ and $\mathrm{H}_{3}$, respectively. As a consequence, we have the injectivity: $G_{X}^{+} \rightarrow G_{X}$.
ii) For the type $X \in\left\{\mathrm{~B}_{\mathrm{v}}, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{v}}, \mathrm{H}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{viii}}\right\}$, the monoid $G_{X}^{+}$and the group $G_{X}$ is the infinite cyclic monoid $\mathbb{Z}_{\geq 0}$ and group $\mathbb{Z}$, respectively. The monoid $G_{\mathrm{B}_{\mathrm{iii}}}^{+}$and the group $G_{\mathrm{B}_{\mathrm{iii}}}$ is a free abelian monoid $\left(\mathbb{Z}_{\geq 0}\right)^{2}$ and group $\mathbb{Z}^{2}$ of rank 2. As a consequence, we have the injectivity: $G_{X}^{+} \rightarrow G_{X}$.
iii) The correspondence: $\{a \mapsto b, b \mapsto a, c \mapsto c\}$ induces an isomorphism:

$$
G_{\mathrm{B}_{\mathrm{vi}}}^{+} \simeq G_{\mathrm{H}_{\mathrm{iii}}}^{+}
$$

and, hence, also the isomorphisms: $G_{\mathrm{B}_{\mathrm{vi}}} \simeq G_{\mathrm{H}_{\mathrm{ii}}}$ and $\pi G_{\mathrm{B}_{\mathrm{vi}}}^{+} \simeq \pi G_{\mathrm{H}_{\mathrm{ii}}}^{+}$. Note that the isomorphism does not identify the Coxeter elements (c.f. Proposition 6.5).

Proof. We can show that the Zariski-van Kampen relations of one of the two types can be deduced, up to the transposition of $a$ and $b$, from that of the other type.

As the consequence of Corollary 1, in the rest of the present paper, we shall focus our attention to the remaining 4 types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}$ and $\mathrm{H}_{\mathrm{iii}}$ together with the "constraint $\mathrm{B}_{\mathrm{vi}} \simeq \mathrm{H}_{\mathrm{iii}}$ ".

Corollary 2. The groups $G_{\mathrm{B}_{\mathrm{vi}}}$ and $G_{\mathrm{H}_{\mathrm{iii}}}$ do not admit Artin group presentation with respect to any Zariski-van Kampen type generator system.

Proof. Due to Theorem 1., both groups have the relations: $a^{5}=b^{5}=c^{5}$, which are invariant by the change of generator system by the braid group $B(3)$.

Remark 4.1. The group $G_{X}$ is naturally isomorphic to the fundamental group, which does not depend on the choice of Zariski-van Kampen generators $\{a, b, c\}$, but the monoid $\pi G_{X}^{+}$depends on that choice (see next Remark 4.2).

Furthermore, the monoid $G_{X}^{+}$, a priori, depends on the choice of relations in Theorem 1. The injectivity in the above corollary follows from cancellation conditions on $G_{X}^{+}$(see [B-S]). We shall show that, also for $G_{\mathrm{B}_{\mathrm{ij}}}^{+}$in $\S 7$, the cancellation condition holds, implying the injectivity $\pi: G_{\mathrm{B}_{\mathrm{ii}}}^{+} \rightarrow G_{\mathrm{B}_{\mathrm{ii}}}$. Thus, for these cases as a consequence of the cancellation condition, $G_{X}^{+}$does not depend on the choice of relations in Theorem 1. However, for the remaining types $\mathrm{B}_{\mathrm{vi}}$, $\mathrm{H}_{\mathrm{ii}}$ and $\mathrm{H}_{\mathrm{iii}}$, it may be still possible that we need more relations in order to obtain the injectivity of the localization homomorphism.
Remark 4.2. Recall that we have chosen Zariski pencils for the calculation of the fundamental group of $\mathbb{C}^{3} \backslash D_{X}$ in the direction of the $z$-axis, where $z$ is the weighted homogeneous coordinate of the highest weight so that the pencils intersects the divisor $D_{X}$ at three points and, for a generic choice of a pencil, we get three generators $\{a, b, c\}$ of the fundamental group(see $\S 1$ Introduction). However, this does not determine $\{a, b, c\}$ uniquely. It is wellknown that the ambiguity of the choices of the generators is described by the action of the braid group $B(3)$ with three strings on the free group $F_{3}$ generated by $\{a, b, c\}$. Here is a remarkable observation for the type $\mathrm{B}_{\mathrm{ii}}$.

Assertion. For any choice of Zariski-van Kampen generator system $\{a, b, c\}$ (up to a permutation), the fundamental group admits only one of the following
two positive homogeneous presentations I. and II.

$$
\left.\begin{array}{ll}
\text { I : } & \langle a, b, c| \begin{array}{c}
c b b=b b a, \\
b c=a b, \\
a c=c a \\
a b a b a b=b a b a b a, \\
b=c, \\
a a b a b=b a a b a
\end{array}
\end{array}\right\rangle .
$$

## 5 Non-division property of the monoid $\pi G_{X}^{+}$

In the present section, we show that none of the monoids $\pi G_{X}^{+}$of the four types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}$ and $\mathrm{H}_{\mathrm{iii}}$ does admit the divisibility theory ( $[\mathrm{B}-\mathrm{S}, \S 4]$ ), and therefore the monoid is neither Gaussian, Garside nor Artin.

We first recall some terminologies and concepts on the monoid $\pi G^{+}$. An element $U \in \pi G^{+}$is said to divide $V \in \pi G^{+}$from the left (resp. right), denoted by $\left.U\right|_{l} V$ (resp. $\left.U\right|_{r} V$ ), if there exists $W \in \pi G^{+}$such that $V=U W$ (resp. $V=W U$ ). We also say $V$ is left-divisible by $U$, or $V$ is a right-multiple of $U$.

We say that $\pi G^{+}$admits the left (resp. right) divisibility theory, if for any two elements $U, V$ of $\pi G_{X}^{+}$, there always exists a left (resp. right) least common multiple, i.e. a left (resp. right) common multiple which divides any other left (resp. right) common multiple. Since $\pi G_{X}^{+}$can be positive homogeneously presented, the only invertible elements in the monoid is the unit element, so that we have the unique left (resp. right) least common multiple, denoted by $\operatorname{lcm}_{l}(U, V)\left(\operatorname{resp} . \operatorname{lcm}_{r}(U, V)\right)$.
Theorem 2. The monoids $\pi G_{\mathrm{B}_{\mathrm{i}} \mathrm{i}}^{+}, \pi G_{\mathrm{B}_{\mathrm{vi}}}^{+}, \pi G_{\mathrm{H}_{\mathrm{ii}}}^{+}, \pi G_{\mathrm{H}_{\mathrm{iii}}}^{+}$admits neither the leftdivisibility theory nor the right divisibility theory.

Proof. We claim a fact, which shall be proven in $\S 8$ Theorem 5 ii) independent of the results of $\S 5,6$ and 7 .
Fact 5.1. None of the groups $G_{\mathrm{B}_{\mathrm{ii}}}, G_{\mathrm{B}_{\mathrm{vi}}}, G_{\mathrm{H}_{\mathrm{ii}}}$ and $G_{\mathrm{H}_{\mathrm{iii}}}$ is abelian.
Assuming that the monoid $\pi G_{X}^{+}$admits the right divisibility theory, we show that $G_{X}$ becomes an abelian group: a contradiction! to Fact 5.1. The case for the left divisibility theory can be shown similarly.

1) $\pi G_{\mathrm{B}_{\mathrm{ii}}}^{+}$: It is immediate to see $l\left(\operatorname{lcm}_{r}(b, c)\right)>2$ from the defining relations in Theorem 1. Then, $b b a=c b b$ is a common multiple of $b$ and $c$ of the shortest length 3 , and, hence, should be equal to $\operatorname{lcm}_{r}(b, c)$. On the other hand, we have the following sequence of elementary equivalent words: $b c b a, a b b a, a c b b, c a b b$. That is, $b c b a=c a b b$ in $\pi G_{\mathrm{B}_{\mathrm{ii}}}^{+}$is another common right-multiple of $b$ and $c$. If $b b a=c b b$ divides $b c b a=c a b b$ from the left, there exists $d \in\{a, b, c\}$ such that $b c b a=b b a d$. So, in $\pi G_{\mathrm{B}_{\mathrm{ii}}}^{+}$, we have $c b a=b a d$ which is again a common rightmultiple of $b$ and $c$. Thus, we have the equality: $c b a=c b b$ in $\pi G_{\mathrm{B}_{\mathrm{ij}}}^{+}$. That is, $a=b$ in $\pi G_{\mathrm{B}_{\mathrm{ij}}}^{+}$. By adding this relation $a=b$ to the set of the defining relations of the group $G_{\mathrm{B}_{\mathrm{ii}}}$, we get $G_{\mathrm{B}_{\mathrm{ii}}} \simeq \mathbb{Z}$. A contradiction!
2) $\pi G_{\mathrm{B}_{\mathrm{vi}}}^{+}$: Due to the first defining relation in Theorem 1., we have $l\left(\operatorname{lcm}_{r}(a, b)\right)$ $\leq 3$. Let us consider 3 cases:
i) $l\left(\operatorname{lcm}_{r}(a, b)\right)=1$. This means $l\left(\operatorname{lcm}_{r}(a, b)\right)=a=b$. By adding this relation to the defining relation of the group $G_{\mathrm{B}_{\mathrm{vi}}}$, we get $G_{\mathrm{B}_{\mathrm{vi}}} \simeq \mathbb{Z}$. A contradiction!
ii) $l\left(\operatorname{lcm}_{r}(a, b)\right)=2$. This means that there exists $u, v \in\{a, b, c\}$ such that $l\left(\operatorname{lcm}_{r}(a, b)\right)=a u=b v$. Depending on each choice of $u$ and $v$, one can show that this assumption leads to a contradictory conclusion $G_{\mathrm{B}_{\mathrm{vi}}} \simeq \mathbb{Z}$. Details are left to the reader.
iii) $l\left(\operatorname{lcm}_{r}(a, b)\right)=3$. In view of the first two defining relations in Theorem 1., one has $a b a=b a b=a c a=b a c$. By adding this relation to the set of the defining relations of the group $G_{\mathrm{B}_{\mathrm{vi}}}$, we get $G_{\mathrm{B}_{\mathrm{vi}}} \simeq \mathbb{Z}$. A contradiction!.
3) $\pi G_{\mathrm{H}_{\mathrm{ij}}}^{+}$: Due to the second defining relation in Theorem 1., we have $l\left(\operatorname{lcm}_{r}(a, b)\right) \leq 3$. Let us consider 3 cases:
i) $\left.l\left(\operatorname{lcm}_{( } a, b\right)\right)=1$. This means $l\left(\operatorname{lcm}_{r}(a, b)\right)=a=b$. By adding this relation to the defining relation of the group $G_{\mathrm{H}_{\mathrm{ii}}}$, we get a contradiction $G_{\mathrm{H}_{\mathrm{ii}}} \simeq \mathbb{Z}$.
ii) $l\left(\operatorname{lcm}_{r}(a, b)\right)=2$. This means that there exists $u, v \in\{a, b, c\}$ such that $l\left(\operatorname{lcm}_{r}(a, b)\right)=a u=b v$. Depending on each choice of $u$ and $v$, one can show that this assumption leads to a contradictory conclusion $G_{\mathrm{H}_{\mathrm{ii}}} \simeq \mathbb{Z}$. Details are left to the reader.
iii) $l\left(\operatorname{lcm}_{r}(a, b)\right)=3$. In view of the first two defining relations, one has $\operatorname{lcm}_{r}(a, b)=a c a=b a c$, and it divides $a b a b=b a b a$ (from left). This means that there exists $d \in\{a, b, c\}$ such that $c d=b a$ in $G_{\mathrm{H}_{\mathrm{ij}}}$. For each case $d=a, b$ or $c$ separately, one can show that $G_{\mathrm{H}_{\mathrm{ii}}} \simeq \mathbb{Z}$. A contradiction!.
4) $\pi G_{\mathrm{H}_{\mathrm{ii}}}^{+}$: Due to the isomorphism $\pi G_{\mathrm{B}_{\mathrm{vi}}} \simeq \pi G_{\mathrm{H}_{\mathrm{iii}}}^{+}$(Corollary 1,iii) of Theorem 1), we can reduce this case to the case 2 ).

These complete the proof of Theorem 2.
Corollary 5.2. The monoids $\pi G_{\mathrm{B}_{\mathrm{ii}}}^{+}, \pi G_{\mathrm{B}_{\mathrm{vi}}}^{+}, \pi G_{\mathrm{H}_{\mathrm{ii}}}^{+}, \pi G_{\mathrm{H}_{\mathrm{iij}}}^{+}$are not Gaussian and hence are niether Gaussian nor Garside (a monoid is Gaussian ([D-P, §2]) if it is atomic, satisfies the cancellation condition and admits divisibility theory).

## 6 Fundamental elements of the monoid $G_{X}^{+}$

An Artin monoid of finite type has a particular element, denoted by $\Delta$ and called the fundamental element ([B-S] §6). In this section, we generalize the concept for positive homogeneously presented monoids.

In view of Theorem 2, we do not naively employ the original definition: the left and right least common multiple of the generators. Instead of that, analyzing equivalent defining properties of the fundamental element for Artin monoid case, we consider two classes of elements in the monoid $G^{+}$: quasi-central elements and fundamental elements, forming subsemigroups $\mathcal{Q Z}\left(G^{+}\right)$and $\mathcal{F}\left(G^{+}\right)$in $G^{+}$, respectively, with $\mathcal{F}\left(G^{+}\right) \subset \mathcal{Q Z}\left(G^{+}\right)$. The goal of the present section is to show $\mathcal{F}\left(G_{X}^{+}\right) \neq \emptyset$ for all types $X$, implying also $\mathcal{F}\left(\pi G_{X}^{+}\right) \neq \emptyset$ for all types $X$.

Let $G^{+}$be a monoid given in $\S 4$, i.e. defined by a positive homogeneous relations on a generator set $L$. Let us denote by $L / \sim$ the quotient set of $L$
divided by the equivalence relation generated by the equalities between two letters (in the relation set $R$ ). An element $\Delta \in G^{+}$is called quasi-central ([B-S] 7.1), if there exists a permutation $\sigma_{\Delta}$ of $L / \sim$ such that

$$
a \cdot \Delta \simeq \Delta \cdot \sigma_{\Delta}(a)
$$

holds for all generators $a \in L / \sim$. The set of all quasi-central elements is denoted by $\mathcal{Q Z}\left(G^{+}\right)$. The following is an immediate consequence of the definition.
Fact 2. The $\mathcal{Q Z}\left(G^{+}\right)$is closed under the product. For two elements $\Delta_{1}, \Delta_{2} \in$ $\mathcal{Q Z}\left(G^{+}\right)$, we have $\sigma_{\Delta_{1} \cdot \Delta_{2}}=\sigma_{\Delta_{2}} \cdot \sigma_{\Delta_{1}}$.

According to Fact 2, we introduce an anti-homomorphism:

$$
\sigma: \mathcal{Q Z}\left(G^{+}\right) \longrightarrow \mathfrak{S}(L / \sim), \quad \Delta \mapsto \sigma_{\Delta}
$$

The kernel of $\sigma$ is the center $\mathcal{Z}\left(G^{+}\right)$of the monoid $G^{+}$.
Next, we introduce the concept of a fundamental element.
Definition 6.1. An element $\Delta \in G^{+}$is called fundamental if there exists a permutation $\sigma_{\Delta}$ of $L / \sim$ such that, for any $a \in L / \sim$, there exists $\Delta_{a} \in \pi G_{X}^{+}$ satisfying the following relation:

$$
\Delta \simeq a \cdot \Delta_{a} \simeq \Delta_{a} \cdot \sigma_{\Delta}(a)
$$

We denote by $\mathcal{F}\left(G^{+}\right)$the set of all fundamental elements of $G^{+}$. Note that $1 \in \mathcal{Q Z}\left(G^{+}\right)$but $1 \notin \mathcal{F}\left(G^{+}\right)$

Fact 3. The $\mathcal{F}\left(G^{+}\right)$has the following two properties.
i) A fundamental element is a quasi-central element: $\mathcal{F}\left(G^{+}\right) \subset \mathcal{Q Z}\left(G^{+}\right)$. The associated permutation of $L / \sim$ as a fundamental element coincides with that as a quasi-central element.
ii) Products $\Delta \cdot \Delta^{\prime}$ and $\Delta^{\prime} \cdot \Delta$ of a fundamental element $\Delta$ and a quasi-central element $\Delta^{\prime}$ are again fundamental elements whose permutation of $L / \sim$ is given in Fact 2. We have $\left(\Delta \Delta^{\prime}\right)_{a}=\Delta_{a} \Delta^{\prime}$, and $\left(\Delta^{\prime} \Delta\right)_{a}=\Delta^{\prime} \Delta_{\sigma_{\Delta^{\prime}}(a)}$.

$$
\mathcal{F}\left(G^{+}\right) \mathcal{Q Z}\left(G^{+}\right)=\mathcal{Q} \mathcal{Z}\left(G^{+}\right) \mathcal{F}\left(G^{+}\right)=\mathcal{F}\left(G^{+}\right)
$$

Proof. i) We have $a \cdot \Delta \simeq a \cdot \Delta_{a} \cdot \sigma_{\Delta}(a) \simeq \Delta \cdot \sigma_{\Delta}(a)$ for all $a \in L / \sim$.
ii) We prove only the case $\Delta \cdot \Delta^{\prime}$.

On one side, one has:

$$
\Delta \cdot \Delta^{\prime} \simeq\left(a \cdot \Delta_{a}\right) \cdot \Delta^{\prime} \simeq a \cdot\left(\Delta_{a} \cdot \Delta^{\prime}\right)
$$

On the other side, one has:
$\Delta \cdot \Delta^{\prime} \simeq\left(\Delta_{a} \cdot \sigma_{\Delta}(a)\right) \cdot \Delta^{\prime} \simeq \Delta_{a} \cdot\left(\sigma_{\Delta}(a) \cdot \Delta^{\prime}\right) \simeq \Delta_{a} \cdot\left(\Delta^{\prime} \cdot \sigma_{\Delta^{\prime}}\left(\sigma_{\Delta}(a)\right)\right)$

$$
\left.\simeq\left(\Delta_{a} \cdot \Delta^{\prime}\right) \cdot \sigma_{\Delta^{\prime}}\left(\sigma_{\Delta}(a)\right) \simeq\left(\Delta_{a} \cdot \Delta^{\prime}\right) \cdot \sigma_{\Delta \Delta^{\prime}}(a)\right)
$$

One basic property of a fundamental element is that it can be a universal denominator for the localization homomorphism (c.f. §7 Lemma 7.2.2).

Fact 4. Let $\Delta$ be a fundamental element of $G^{+}$. Then, for any $U \in G^{+}, U$ divides $\Delta^{l(U)}$ from left and from right.

Proof. We prove only for the left division. Right division can be shown similarly. We show the statement by induction on $l(U)$, where the case $l(U)=1$ follows from the definition of a fundamental element. Let $l(U)>1$ and $U \simeq U^{\prime} \cdot a$. By induction hypothesis, we have $\Delta^{l(U)-1} \simeq U^{\prime} \cdot V$ for some $V$. Then, multiplying $\Delta$ from right, we have $\Delta^{l(U)} \simeq U^{\prime} \cdot V \cdot \Delta \simeq U^{\prime} \cdot \Delta \cdot \sigma_{\Delta}(V) \simeq U^{\prime} \cdot a \cdot \Delta_{a} \cdot \sigma_{\Delta}(V)$. Here, if $V$ is the word $v_{1} \cdots v_{n}$ then $\sigma_{\Delta}(V)$ is a word $\sigma_{\Delta}\left(v_{1}\right) \cdots \sigma_{\Delta}\left(v_{n}\right)$

Remark 6.2. If $G^{+}$is an indecomposable Artin monoid (of finite type), then any non-trivial quasi-central element is fundamental ([B-S] 5.2 and 7.1). That is, one has the "opposite" inclusion: $\left(\mathcal{Q Z}\left(G^{+}\right) \backslash\{1\}\right) \subset \mathcal{F}\left(G^{+}\right)$.

Remark 6.3. By definition, any fundamental element is divisible from both left and right by all generators in $L$. However, a (non-trivial) quasi-central element in general may not have this property.
(i) $b^{3} \in \mathcal{Q Z}\left(G_{\mathrm{B}_{\mathrm{ii}}}^{+}\right)$is central. However, it is not divisible by $a$ and $c$ from the left and right.
(ii) $a b a b a \in G_{\mathrm{B}_{\mathrm{ii}}}^{+}$is divisible by all generators from both sides, but it does not belong to $\mathcal{Q Z}\left(G_{\mathrm{B}_{\mathrm{ii}}}^{+}\right)$.
Definition 6.4 A fundamental element $\Delta$ is called a minimal fundamental element if any fundamental element dividing $\Delta$ from right or left coincides with $\Delta$ itself.
Remark 6.5 A fundamental element is called prime, if it does not decompose into a product of two nontrivial quasi-central elements. In general, a minimal fundamental element may not be prime (see [I2]).

We state the second main result of the present paper.
Theorem 3. The following elements are minimal fundamental elements in $G_{\mathrm{X}}^{+}$ for any type $X$. Except for the types $\mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}$ and $\mathrm{H}_{\mathrm{ii}}$, they are the complete list of minimal fundamental elements.

$$
\begin{aligned}
& \mathrm{A}_{\mathrm{i}}: \quad \Delta_{\mathrm{A}_{\mathrm{i}}}:=(c b a)^{2} \quad \sigma:\left(\begin{array}{cc}
a, b, c \\
c, b, & a
\end{array}\right) \\
& \mathrm{A}_{\mathrm{ii}}: \quad \Delta_{\mathrm{A}_{\mathrm{ii}}}:=a b a \quad \sigma:\binom{a, b=c}{b=c, a} \\
& \mathrm{~B}_{\mathrm{i}}: \quad \Delta_{\mathrm{B}_{\mathrm{i}}}:=(c b a)^{3} \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \mathrm{~B}_{\mathrm{ii}}: \quad \Delta_{\mathrm{B}_{\mathrm{ii}}, k}:=\left(a^{k} b\right)^{3} \quad(k \geq 1) \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \mathrm{~B}_{\mathrm{iii}}: \quad \Delta_{\mathrm{B}_{\mathrm{iii}}}:=a c \quad \sigma:\binom{a=b, c}{a=b, c} \\
& \mathrm{~B}_{\mathrm{iv}}: \quad \Delta_{\mathrm{B}_{\mathrm{iv}}}:=a b c b \quad \sigma:\binom{a, b, c}{a, c, b} \\
& \mathrm{~B}_{\mathrm{v}}: \quad \Delta_{\mathrm{B}_{\mathrm{v}}}:=a \quad \sigma:\binom{a=b=c}{a=b=c} \\
& \mathrm{~B}_{\mathrm{vi}}: \quad \Delta_{\mathrm{B}_{\mathrm{vi}} 1}:=a^{5} \simeq b^{5} \simeq c^{5} \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \Delta_{\mathrm{B}_{\mathrm{v}} 2}:=(a b a)^{2} \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \Delta_{\mathrm{B}_{\mathrm{vi}} 3}:=b c c a b c b \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \Delta_{\mathrm{B}_{\mathrm{vi}} 4}:=(b b a c)^{2} \quad \sigma:\binom{a, b, c}{a, b, c} \\
& \Delta_{\mathrm{B}_{\mathrm{vi}} 5}:=(a c a c a)^{2} \quad \sigma:\left(\begin{array}{c}
a, b, c \\
a, b, c \\
a, b, \\
a, b
\end{array}\right) \\
& \Delta_{\mathrm{B}_{\mathrm{vi}} 6}:=(c b a)^{3} \quad \sigma:\binom{a, b, c}{a, b,}
\end{aligned}
$$

| $\mathrm{B}_{\text {vii }}$ : | $\Delta_{\mathrm{B}_{\mathrm{vii}}}:=a$ | $\sigma:\binom{a=b=c}{a=b=c}$ |
| :---: | :---: | :---: |
| $\mathrm{H}_{\mathrm{i}}$ : | $\Delta_{\mathrm{H}_{\mathrm{i}}} \quad:=(c b a)^{5}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & ,\end{array}\right)$ |
| $\mathrm{H}_{\mathrm{ii}}$ : | $\Delta_{\mathrm{H}_{\mathrm{ii}} 1}:=(a c a c a)^{2} \simeq(a c)^{5}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & , \\ a, & ,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{ii}} 2}:=(b a b a c)^{3} \simeq(c b a)^{5}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & , \\ ,\end{array}\right)$ |
| $\mathrm{H}_{\mathrm{iii}}$ : | $\Delta_{\mathrm{H}_{\mathrm{iii}} 1}:=a^{5} \simeq b^{5} \simeq c^{5}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & ,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{iij}} 2}:=(a b a)^{2}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & ,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{iii}} 3}:=$ accbaca | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & ,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{iii}} 4}:=(b c b a)^{2}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & , \\ a,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{ii1}} 5}:=(b c b c b)^{2} \simeq(b c)^{5}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & , \\ a, & ,\end{array}\right)$ |
|  | $\Delta_{\mathrm{H}_{\mathrm{iii}} 6}:=(a b c)^{3}$ | $\sigma:\left(\begin{array}{ll}a, & , \\ a, & c \\ a, & ,\end{array}\right)$ |
| $\mathrm{H}_{\text {iv }}$ : | $\Delta_{\mathrm{H}_{\mathrm{iv}}}:=a$ | $\sigma:\binom{a=b=c}{a=b=c}$ |
| $\mathrm{H}_{\mathrm{v}}$ : | $\Delta_{\mathrm{H}_{\mathrm{v}}}:=a$ | $\sigma:\binom{a=b=c}{a=b=c}$ |
| $\mathrm{H}_{\mathrm{vi}}$ : | $\Delta_{\mathrm{H}_{\mathrm{vi}}}:=a$ | $\sigma:\binom{a=b=c}{a=b=c}$ |
| $\mathrm{H}_{\text {vii }}$ : | $\Delta_{\mathrm{H}_{\mathrm{vii}}}:=a$ | $\sigma:\binom{a=b=c}{a=b=c}$ |
| $\mathrm{H}_{\text {viii }}$ : | $\Delta_{\mathrm{H}_{\mathrm{viii}}}:=a$ | $\sigma:\left(\begin{array}{l} a=b=c \\ a=b=c \\ a=b=c \end{array}\right)$ |

Proof. Since the cases for an Artin monoid or a free abelian monoid are classical, we show only the 4 exceptional cases.
$\mathrm{B}_{\mathrm{ii}}$ : For the proof of this case, it is sufficient to show that $\Delta_{\mathrm{B}_{\mathrm{ii}}, k}$ are quasi central elements which are divisible by the generators $a, b$ and $c$ (see Proposition 7.4). Actually, it is easy to show the following:

$$
\left(a^{k} b\right)^{3} \simeq\left(b a^{k}\right)^{3} \simeq\left(b c^{k}\right)^{3} \simeq\left(c^{k} b\right)^{3}
$$

For the proof of the facts that they are quasi-central and they form the complete list of minimal fundamental elements, one is refered to [I2].
$\mathrm{B}_{\mathrm{vi}}$ : Since the monoids of types $\mathrm{B}_{\mathrm{vi}}$ and $\mathrm{H}_{\mathrm{iii}}$ are isomorphic to each other (see Remark after Theorem 1 in $\S 4$ ), we may reduce the proof to the case $H_{\mathrm{iii}}$.
$\mathrm{H}_{\mathrm{ii}}$ : First, let us show a relation: acaca $\simeq \operatorname{cacac}(a c a c a \simeq a c b a c \simeq c a c a c)$, which shall be used in the sequel.
$\Delta_{\mathrm{H}_{\mathrm{ii}} 1}:=$ acacaacaca.
$\Delta_{\mathrm{H}_{\mathrm{ii}} 1}=a($ cacaacaca $) \simeq$ cacacacaca $\simeq($ cacaacaca $) a$.
$\Delta_{\mathrm{H}_{\mathrm{i} 1} 1} \simeq c($ асасасаса $) \simeq$ асасаасаса $\simeq($ асасасаса $) c$.
$\Delta_{\mathrm{H}_{\mathrm{ii}} 1} \simeq$ acacaacaca $\simeq b($ accaacaca $) \simeq$ acacaacaca $\simeq$ acacacacac $\simeq$ accacaccac $\simeq$ accaacbcac $\simeq$ accaacbacb $\simeq($ accaacaca $) b$,
$\Delta_{\mathrm{H}_{\mathrm{ij}} 2}:=$ babacbabacbabac$\simeq$ ababcbabacbabac.
$\Delta_{\mathrm{H}_{\mathrm{ii}} 2}=a(b a b c b a b a c b a b a c) \simeq b a b a b c b a b a c b a b a c \simeq b a b c a c a b a c b a b a c$
$\simeq b a b c b a c b a c b a b a c \simeq b a b c b a c a c a b a b a c \simeq b a b c b a a c b a b a b a c$
$\simeq b a b c b a a c a b a b b a c \simeq b a b c b a b a c b a b b a c \simeq($ babcbabacbabac $) a$.
$\Delta_{\mathrm{H}_{\mathrm{i}} 2}=b(a b a c b a b a c b a b a c) \simeq a b a b c b a b a c b a b a c \simeq a b a b c a b a b c b a b a c$
$\simeq a b a b c a b a b c b a a c a \simeq a b a b c b a b a c b a a c a \simeq a b a b a c b a a c a b a a c a$ $\simeq a b a b c b a a c a b a b a c \simeq a b a b c b a a c b a b a a c \simeq a b a b c b a c a c a b a a c$

```
    \(\simeq a b a b c a c a a c a b a a c \simeq a b a b a c b a a c a b a a c \simeq a b a a c a b a a c a b a a c\)
    \(\simeq\) abaacababacbaac \(\simeq\) abaacbabaacbaac \(\simeq\) abacacabaacbaac
    \(\simeq a b a c b a c b a a c b a a c \simeq\) abacbacbacacaac \(\simeq\) abacbacacaacaac
    \(\simeq a b a c b a a c b a a c a c \simeq a b a c b a a c b a b a c a c \simeq a b a c b a a c a b a b c a c\)
    \(\simeq a b a c b a b a c b a b c a c \simeq(\) abacbabacbabac \() \bar{b}\).
    \(\Delta_{\mathrm{H}_{\mathrm{ii}} 2}=a b a c b a b a c b a b a c b \simeq a a c a b a b a c b a b a c b \simeq a a c b a b a a c b a b a c b\)
    \(\simeq\) acacabaacbabacb \(\simeq\) acbacbaacbabacb \(\simeq c(\) acacbaacbabacb \()\)
    \(\simeq\) acbacbaacbabacb \(\simeq\) acacabaacababcb \(\simeq\) acacababacbabcb
    〇 acacbabaacbabcb \(\simeq\) acacbabacacabcb \(\simeq\) acacbaacaacabcb
    \(\simeq\) acacbaacabacbcb \(\simeq\) acacbaacababcbc \(\simeq(\) acacbaacbabacb) \()\).
\(\mathrm{H}_{\mathrm{iii}}\) :
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 2}:=(a b a)^{2}\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 2}=a(b a a b a) \simeq b a b a b a \simeq(b a a b a) a\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 2}=b(a b a b a) \simeq a b a a b a \simeq(a b a b a) b\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}}}=a b a a b a \simeq a a a c b a \simeq a a c b a a \simeq a a c a a c\)
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 3}:=\) accbaca.
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 3}=a(c c b a c a) \simeq c b c a a c a \simeq c c b c a c a \simeq(c c b a c a) a\).
    \(\Delta_{\mathrm{H}_{\mathrm{ii}} 3}=a c c b a c a \simeq c b c a a c a \simeq b(c a a a c a)\).
    \(\Delta_{\mathrm{H}_{\mathrm{ii} 3} 3}=a c c b a c a \simeq c b c a a c a \simeq c c b c a c a \simeq c a c c b c a \simeq c a c b c a a\)
        \(\simeq c a a c c b a \simeq c a a c a c b \simeq(c a a a c a) b\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 3}=a c c b a c a \simeq c(b c a a c a)\).
    \(\Delta_{\mathrm{H}_{\mathrm{iij}} 3}=\) accbaca \(\simeq c b c a a c a \simeq b c a a a c a \simeq(b c a a c a) c\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}}}:=b c b a b c b a\).
    \(\Delta_{\mathrm{H}_{\mathrm{iii}} 4} \simeq a(b c a b c b a) \simeq b c a b a c b a \simeq(b c a b c b a) a\).
    \(\Delta_{\mathrm{H}_{\mathrm{ii}} 4}=b(c b a b c b a) \simeq b c a b a c b a \simeq c b c b a c b a \simeq c b a c b c b a\)
    \(\simeq c b a b c a b a \simeq(c b a b c b a) b\).
\(\Delta_{\mathrm{H}_{\mathrm{ii4}}} \simeq b c a b a c b a \simeq c(b c b a c b a) \simeq b c b a a b c a \simeq b c b a a c b c \simeq b c b a c b a c\).
\(\Delta_{\mathrm{H}_{\mathrm{iii}} 5}:=b c b c b b c b c b\).
\(\Delta_{\mathrm{H}_{\mathrm{ii1}}} \simeq a b c c b b c b c b \simeq a b c c b c b c b c \simeq a(b c b c b c b b c)\),
\(\Delta_{\mathrm{H}_{\mathrm{iii}} 5} \simeq b c b c b c b c b c \simeq(b c b c b c b b c) a\).
\(\Delta_{\mathrm{H}_{\mathrm{iii}} 5}=b(c b c b b c b c b) \simeq c b c b c b c b c b \simeq(c b c b b c b c b) b\).
\(\Delta_{\mathrm{H}_{\mathrm{iij}}} \simeq c(b c b c b c b c b) \simeq(b c b c b c b c b) c\).
\(\Delta_{\mathrm{H}_{\mathrm{iii}} 6}:=(a b c)^{3}\)
\(\Delta_{\mathrm{H}_{\mathrm{iii}} 6}=a(b c a b c a b c) \simeq b c b a b c a b \simeq b c a b a c a b c \simeq b c a b c a c b c \simeq(b c a b c a b c) a\)
\(\Delta_{\mathrm{H}_{\mathrm{ii6}} 6} \simeq(a b c a b c a b) c \simeq a b c a b c b c b \simeq a b c a b b c a b \simeq a c b c b b c a b\)
    \(\simeq a c a b c b c a b \simeq c a c b c b c a b \simeq c(a b c a b c a b)\).
```

These complete the proof of Theorem 3.

Let us state some observations related to the fundamental elements.
Let $G^{+}$be a monoid defined by positive homogeneous relations. Recall (§4 Definition) that $\pi G^{+}$is the image of $G^{+}$in the group $G$ by the localization homomorphism $\pi$. We define quasi-central elements and fundamental elements of $\pi G^{+}$exactly by the same defining relations for $G^{+}$. Let us denote by $\mathcal{Q Z}\left(\pi G^{+}\right)$ and $\mathcal{F}\left(\pi G^{+}\right)$the set of quasi-central elements and fundamental elements in $\pi G^{+}$, respectively. Then, the localization homomorphism induces homomorphisms: $\mathcal{Q} \mathcal{Z}\left(G^{+}\right) \rightarrow \mathcal{Q} \mathcal{Z}\left(\pi G^{+}\right)$and $\mathcal{F}\left(G^{+}\right) \rightarrow \mathcal{F}\left(\pi G^{+}\right)$, which may be neither injective nor surjective. However, Theorem 3 implies the following fact.

Corollary 6.4 For any type $X$, the set of fundamental elements $\mathcal{F}\left(\pi G_{X}^{+}\right)$is non-empty.

We note that $\mathcal{F}\left(\pi G_{X}^{+}\right)$may not be singly generated. Evenmore, it is infinitely generated for the type $\mathrm{B}_{\mathrm{ii}}$ (see details [I2]).

Next, we state an observation that a power of the Coxeter element yields a fundamental element.
Proposition 6.5 Except for the types when the monoid decomposes into direct products or when we have a nontrivial relation $\sim$ on $L$ (explicitly, except for types $\mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{iii}}, \mathrm{B}_{\mathrm{iv}}, \mathrm{B}_{\mathrm{v}}, \mathrm{B}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{iv}}, \mathrm{H}_{\mathrm{v}}, \mathrm{H}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{vii}}, \mathrm{H}_{\mathrm{viii}}$ ), $\operatorname{deg}(z)$-th power of the Coxeter element $C:=c b a$ ( $=a$ homotopy class which turns once around all the three points $C_{X} \cap l_{*_{1}, \mathbb{C}}$ counterclockwise) is a fundamental element.

Proof. Except for the type $\mathrm{H}_{\mathrm{iii}}$, the statement is true due to Theorem 3. In the case of type $\mathrm{H}_{\mathrm{iii}}$, we have:

$$
(c b a)^{5} \simeq \Delta_{\mathrm{H}_{\mathrm{iii}} 1} \Delta_{\mathrm{H}_{\mathrm{iii}}} \simeq \Delta_{\mathrm{H}_{\mathrm{iii}} 2} \Delta_{\mathrm{H}_{\mathrm{iii}}} \simeq \Delta_{\mathrm{H}_{\mathrm{iii}} 3} \Delta_{\mathrm{H}_{\mathrm{iii}} 4} .
$$

Let us give further exmaples of local fundamental groups, where the Coxeter element plays a similar role as in the 17 cases treated in the present paper. In order to state the result, we introduce a property:
$(\mathrm{P})$ : The local fundamental group of the complement of a logarithmic-free indecomposable ${ }^{4}$ local divisor admits a positive homogeneous presentation by a suitable choice of Zariski-van Kampen generators such that a power of the Coxeter element, defined as a suitable product of the generators whose realizing path has no self-intersecting point, gives a fundamental element of the monoid generated by them in the fundamental group.

1. The discriminant of a finite irreducible reflection group satisfies the property (P) ([B-S, S2, S3]).
2. The discriminant of a finite irreducible well-generated complex reflection group ([B-M-R, Be]) satisfies the property (P) if their generators are identified with certain Zariski-van Kampen generators.
3. The zero-loci of Sekiguchi polynomials define divisors satisfying (P) (Theorems 1. and 3. of the present paper).
4. A plane curve is locally logarithmic free ([S1]), and, conjecturally, satisfies (P) (c.f. $[\mathrm{K}]$ ).
5. The discriminant of elliptic Weyl group is a free divisor ([S4]II), which satisfies, conjecturally, the property ( P ), where the hyperbolic Coxeter element in the elliptic Weyl group ([S4]I,III) can be lifted in the fundamental group to an element whose power of order $m_{\Gamma}$ is a fundamental element.
Question. We ask whether the property ( P ) holds for any indecomposable logarithmic free local divisor or not.
[^2]
## 7 Cancellation conditions on the monoid $G_{X}^{+}$

In the present section, we study the cancellation condition on a monoid $G^{+}$. In the first half, we show some general consequences on the monoid $G^{+}$under the cancellation condition, or under its weaker version: a weak cancellation condition. In the latter half, we prove that the monoid $G_{\mathrm{B}_{\mathrm{ii}}}^{+}$satisfies the cancellation condition, however, we do not know whether the monoids $G_{\mathrm{B}_{\mathrm{vi}}}^{+}, G_{\mathrm{H}_{\mathrm{ii}}}^{+}$and $G_{\mathrm{H}_{\mathrm{iii}}}^{+}$ satisfy it or not.

Definition 7.1. A monoid $G^{+}$is said to satisfy the cancellation condition, if an equality $A X B=A Y B$ for $A, B, X, Y \in M$ implies $X=Y$.

It is well-known that an Artin monoid satisfies the cancellation condition [B-S, Prop.2.3]. Let us state some important consequences of the cancellation condition on a monoid defined by positive homogeneous relations.
Lemma 7.2. Let $G^{+}$be a monoid defined by positive homogeneous relations. Suppose it satisfies the cancellation condition. Then, we have the following.

1. For any $\Delta \in \mathcal{Q Z}\left(G^{+}\right)$, the associated permutation $\sigma_{\Delta}$ of $L / \sim$ extends to an isomorphism, denoted also $\sigma_{\Delta}$, of $G^{+}$. The correspondence: $\Delta \mapsto \sigma_{\Delta}$ induces an anti-homomorphism:

$$
\mathcal{Q Z}\left(G^{+}\right) \longrightarrow \operatorname{Aut}\left(G^{+}\right) .
$$

2. If $\mathcal{F}\left(G^{+}\right) \neq \emptyset$, then the localization homomorphism $\pi$ is injective.
3. For any element $A \in G$ and any $\Delta \in \mathcal{F}\left(G^{+}\right)$, there exist $B \in \pi G^{+}$and $n \in \mathbb{Z}_{\geq 0}$ such that, in $G$, one has equalities:

$$
A=B \cdot(\Delta)^{-n}=\left(\Delta^{-n}\right) \cdot \sigma_{\Delta}^{-n}(B) .
$$

Proof. 1. First, we note that the permutation $\sigma_{\Delta}$ induces an isomorphism of the free monoid $(L / \sim)^{*}$, denoted also $\sigma_{\Delta}$. Let $U$ and $V$ be words in $(L / \sim)^{*}$ which are equivalent by the relations $R$ (i.e. give the same element in $G^{+}$). Then, by definition, $U \Delta \simeq \Delta \sigma_{\Delta}(U)$ and $V \Delta \simeq \Delta \sigma_{\Delta}(V)$ are equivalent. That is, $\Delta \sigma_{\Delta}(U)$ and $\Delta \sigma_{\Delta}(V)$ give the same element in $G^{+}$. Then, cancelling $\Delta$ from the left, we see that $\sigma_{\Delta}(U)$ and $\sigma_{\Delta}(V)$ give the same element in $G^{+}$. Thus $\sigma_{\Delta}$ induces a homomorphism from $G^{+}$to $G^{+}$. The homomorphism is invertible, since a finite power of it is an identity. By definition, for any $U \in G^{+}$and $\Delta_{1}, \Delta_{2} \in \mathcal{Q Z}\left(G^{+}\right)$, one has:

$$
U \cdot \Delta_{1} \Delta_{2} \simeq \Delta_{1} \cdot \sigma_{\Delta_{1}}(U) \cdot \Delta_{2} \simeq \Delta_{1} \Delta_{2} \cdot \sigma_{\Delta_{2}}\left(\sigma_{\Delta_{1}}(U)\right)
$$

2. For a localization homomorphism to be injective, it is sufficient to show that the monoid satisfies the cancellation condition and that any two elements of the monoid have (at least) one (left and right) common multiple (Öre's condition, see [C-P]). In view of Fact 4. in $\S 6$, for any two elements $U, V \in G^{+}$and $\Delta \in \mathcal{F}\left(G^{+}\right), \Delta^{\max \{l(U), l(V)\}}$ is a common multiple of $U$ and $V$ from both sides.
3. Owing to the previous 2., it is sufficient to show that, for any element $A \in G$ and any $\Delta \in \mathcal{F}\left(G^{+}\right)$, there exists $k \in \mathbb{Z}_{\geq 0}$ such that $\Delta^{k} \cdot A \in \pi G^{+}$. This can be easily shown by an induction on $k(A) \in \mathbb{Z}_{\geq 0}$ where $k(A)$ is the (minimal) number of letters of negative power in a word expression of $A$ in $\left(L \cup L^{-1}\right)^{*}$. Details are left to the reader.

Next, we formulate a weak cancellation condition and its consequences.
Definition 7.2. An element $\Delta \in G^{+}$is called left (resp. right) weakly cancellative, if an equality $\Delta=U \cdot V=U \cdot W$ (resp. $\Delta=V \cdot U=W \cdot U$ ) in $G^{+}$for some $U, V, W \in G^{+}$, implies $V=W$ in $G^{+}$.

Using the concept of weakly cancellativity, we give a proposition characterizing fundamental elements.

Proposition 7.4. Let $G^{+}$be a monoid defined by positive homogeneous relations. A quasi-central element $\Delta$ is a fundamental element if, for any $s \in L$, $s \Delta$ is left weakly cancellative and $s$ divides $\Delta$ from the left.

Proof. Since $\Delta$ is divisible by any $s \in L / \sim$ from the left, we put $\Delta=s \Delta_{s}$ for a suitable $\Delta_{s}$. Multiply, $\sigma_{\Delta}(s)$ from the right so that we obtain $\Delta \sigma_{\Delta}(s)=$ $s \Delta_{s} \sigma_{\Delta}(s)$, where the left hand side is equal to $s \Delta=s s \Delta_{s}$. Therefore, using the weakly cancellativity of $s \Delta$, dividing by $s$ from the left, we obtain $s \Delta_{s}=\Delta_{s} \sigma(s)$. This implies the statemnt.

Notation. For an element $\Delta \in G^{+}$, we put
$\operatorname{Div}_{l}(\Delta):=\left\{U \in G^{+}:\left.U\right|_{l} \Delta\right\}$ and $\operatorname{Div}_{r}(\Delta):=\left\{U \in G^{+}:\left.U\right|_{r} \Delta\right\}$.
Proposition 7.5. Let a fundamental element $\Delta \in \mathcal{F}\left(G^{+}\right)$be left weakly cancellative. Then the following i), ii), iii) and iv) hold.
i) For any element $U \in \operatorname{Div}_{l}(\Delta)$, let $\tilde{U} \in(L / \sim)^{*}$ be a lifting to a word. Then, the class of $\sigma_{\Delta}(\tilde{U})$ in $G^{+}$depends only on the class $U$ but not on the lifting $\tilde{U}$. Let us denote the class in $G^{+}$by $\sigma_{\Delta}(U)$.
ii) The divisor set $\operatorname{Div}_{l}(\Delta)$ is invariant under the action of $\sigma_{\Delta}$. In particular, the unique longest element $\Delta$ is fixed by $\sigma_{\Delta}$.
iii) The fundamental element $\Delta$ is right weakly cancellative.
iv) We have the equality: $\operatorname{Div}_{l}(\Delta)=\operatorname{Div}_{r}(\Delta)$.

Proof. i) Suppose one has a decomposition $\Delta \simeq U \cdot V$ for $U, V \in G^{+}$, and let $\tilde{U}$ be a lifting of $U$ into a word in $(L / \sim)^{*}$. Then, $\sigma_{\Delta}(\tilde{U})$ is well-defined as a word and hence induce an element in $G^{+}$, which we denote by the same $\sigma_{\Delta}(\tilde{U})$. We claim that $\Delta$ is equivalent to $V \cdot \sigma_{\Delta}(\tilde{U})$. This is shown by induction on $l(U)$. If $l(U)=1$, this is the definition of fundamental elements. Let $l(U)>1, \tilde{U}=\tilde{U}^{\prime} \cdot a$ and $\Delta \simeq \tilde{U}^{\prime} \cdot a \cdot V$. By induction hypothesis, we have $\Delta \simeq a \cdot V \cdot \sigma_{\Delta}\left(\tilde{U}^{\prime}\right)$. Due to the weak cancellativity, $V \cdot \sigma_{\Delta}\left(\tilde{U}^{\prime}\right)$ is equivalent to $\Delta_{a}$. Then, by definition of fundamental elements, $\Delta$ is equivalent to $V \cdot \sigma_{\Delta}\left(\tilde{U}^{\prime}\right) \cdot \sigma_{\Delta}(a) \simeq V \cdot \sigma_{\Delta}(\tilde{U})$.

Let $\tilde{U}_{1}$ and $\tilde{U}_{2}$ be liftings of $U$. Then, applying the above result, we see that $\Delta$ is equal to $V \cdot \sigma_{\Delta}\left(\tilde{U}_{1}\right)$ and $V \cdot \sigma_{\Delta}\left(\tilde{U}_{2}\right)$. Then, applying the weak cancellativity of $\Delta$, we see that $\sigma_{\Delta}\left(\tilde{U}_{1}\right)$ and $\sigma_{\Delta}\left(\tilde{U}_{2}\right)$ define the same element in $G^{+}$, which we shall denote by $\sigma_{\Delta}(U)$.
ii) In the proof of i), taking $U=\Delta$ and $V=1$, we obtain $\Delta=\sigma_{\Delta}(\Delta)$. Then, since $\sigma_{\Delta}$ is of finite order, we obtain $\sigma_{\Delta}\left(\operatorname{Div}_{l}(\Delta)\right)=\operatorname{Div}_{l}\left(\sigma_{\Delta}(\Delta)\right)=\operatorname{Div}(\Delta)$.
iii) Suppose $\Delta=V \cdot U=W \cdot U$. Then according to i), we have $\Delta=$ $U \cdot \sigma_{\Delta}(V)=U \cdot \sigma_{\Delta}(W)$. Then the left cancellation condition implies $\sigma_{\Delta}(V)=$
$\sigma_{\Delta}(W)$. On the other hand, according to ii), $\sigma_{\Delta}(V)=\sigma_{\Delta}(W)$ are again elements of $\operatorname{Div_{l}}(\Delta)$ so that we can apply $\sigma_{\Delta}$ to the equality. Since $\sigma_{\Delta}$ is of finite order, after repeating this several times, we obtain the equality $V=W$.
iv) $\Delta$ is left divisible by $U$ if and only if $\Delta$ is right divisible by $\sigma_{\Delta}(U)$. That is, the set $\operatorname{Div}_{r}(\Delta)$ of right divisors of $\Delta$ is equal to $\sigma_{\Delta}\left(\operatorname{Div}_{l}(\Delta)\right)=\operatorname{Div}_{l}(\Delta)$.

Conjecture. Let $C^{k}$ of the element in $\S 6$ Proposition 6.5. If $C^{k \cdot \operatorname{ord}\left(\sigma_{C^{k}}\right)}$ is weakly cancellative, then $G^{+}$satisfies the cancellation condition.

The following theorem shows that we have already enough relations for type $\mathrm{B}_{\mathrm{ii}}$.
Theorem 4. The monoid $G_{\mathrm{B}_{\mathrm{i}}}^{+}$satisfies the cancellation condition.
Proof. We, first, remark the following.
Proposition 7.6. The left cancellation condition on $\mathrm{G}_{\mathrm{B}_{\mathrm{i}}}^{+}$implies the right cancellation condition.

Proof. Consider a map $\varphi: \mathrm{G}_{\mathrm{B}_{\mathrm{ii}}}^{+} \rightarrow \mathrm{G}_{\mathrm{B}_{\mathrm{ii}}}^{+}, W \mapsto \varphi(W):=\sigma(\operatorname{rev}(W))$, where $\sigma$ is a permutation $\left(\begin{array}{ccc}a & b & c \\ c & b & a\end{array}\right)$ and $\operatorname{rev}(W)$ is the reverse of the word $W=x_{1} x_{2} \cdots x_{t}$ ( $x_{i}$ is a letter or an inverse of a letter) given by the word $x_{t} \cdots x_{2} x_{1}$. In view of the defining relation of $\mathrm{G}_{\mathrm{B}_{\mathrm{ii}}}^{+}$in Theorem 1., $\varphi$ is well defined and is an antiisomorphism. If $\beta \alpha \simeq \gamma \alpha$, then $\varphi(\beta \alpha) \simeq \varphi(\gamma \alpha)$, i.e., $\varphi(\alpha) \varphi(\beta) \simeq \varphi(\alpha) \varphi(\gamma)$. Using left cancellation condition, we obtain $\varphi(\beta)=\varphi(\gamma)$ and, hence, $\beta \simeq \gamma$.

The following is sufficient to show the left cancellation condition on $\mathrm{G}_{\mathrm{B}_{\mathrm{ij}}}^{+}$.
Proposition 7.7. Let $X$ and $Y$ be positive words in $\mathrm{G}_{\mathrm{B}_{\mathrm{ij}}}^{+}$of length $r \in \mathbb{Z}_{\geq 0}$.
(i) If $u X \simeq u Y$ for some $u \in\{a, b, c\}$, then $X \simeq Y$.
(ii) If $a X \simeq b Y$, then $X \simeq b Z, Y \simeq c Z$ for some positive word $Z$.
(iii) If $a X \simeq c Y$, then $X \simeq c Z, Y \simeq a Z$ for some positive word $Z$.
(iv) If $b X \simeq c Y$, then there exist an integer $k(0 \leq k<r-1)$ and a word $Z$ such that $X \simeq c^{k} b a Z$ and $Y \simeq a^{k} b b Z$.
Proof. Let us denote by $H(r, t)$ the statement in Proposition 7.7 for all pairs of words $X$ and $Y$ such that their word-lengths are $r$ and for all $u, v \in\{a, b, c\}$ such that $u X \simeq v Y$ and the number of elementary transformations to bring $u X$ to $v Y$ is less or equal than $t$. It is easy to see that $H(r, t)$ is true if $r \leq 1$ or $t \leq 1$.

For $r, t \in \mathbb{Z}_{>1}$, we prove $H(r, t)$ under the induction hypothesis that $H(s, u)$ holds for $(s, u)$ such that either $s<r$ and arbitrary $u$ or $s=r$ and $u<t$.

Let $X, Y$ be of word-length $r$, and let $u_{1} X \simeq u_{2} W_{2} \simeq \cdots \simeq u_{t} W_{t} \simeq u_{t+1} Y$ be a sequence of elementary transformations of $t$ steps, where $u_{1}, \cdots, u_{t+1} \in$ $\{a, b, c\}$ and $W_{2}, \cdots, W_{t}$ are positive words of length $r$. By assumption $t>1$, there exists an index $i \in\{2, \ldots, t\}$ so that we decompose the sequence into two steps $u_{1} X \simeq u_{i} W_{i} \simeq u_{t+1} Y$, where each step satisfies the induction hypothesis.

If there exists $i$ such that $u_{i}$ is equal either to $u_{1}$ or $u_{t+1}$, then by induction hypothesis, $W_{i}$ is equivalent either to $X$ or to $Y$. Then, again, applying the induction hypothesis to the remaining step, we obtain the statement for the $u_{1} X \simeq u_{t+1} Y$. Thus, we assume from now on $u_{i} \neq u_{1}, u_{t+1}$ for $1<i \leq t$.

Suppose $u_{1}=u_{t+1}$. If there exists $i$ such that $\left\{u_{1}=u_{t+1}, u_{i}\right\} \neq\{b, c\}$, then each of the equivalence says the existence of $\alpha, \beta \in\{a, b, c\}$ and words $Z_{1}, Z_{2}$ such that $X \simeq \alpha Z_{1}, W_{i} \simeq \beta Z_{1} \simeq \beta Z_{2}$ and $Y \simeq \alpha Z_{2}$. Applying the induction hypothesis for $r$ to $\beta Z_{1} \simeq \beta Z_{2}$, we get $Z_{1} \simeq Z_{2}$ and, hence, we obtained the statement $X \simeq \alpha Z_{1} \simeq \alpha Z_{2} \simeq Y$. Thus, we exclude these cases from our considerations. Next, we consider the case $\left\{u_{1}=u_{t+1}, u_{i}\right\}=\{b, c\}$. However, due to the above consideration, we have only the case $u_{2}=u_{3}=\cdots=u_{t}$. Then, by induction hypothesis, we have $W_{2} \simeq \cdots \simeq W_{t}$. On the other hand, since the equivalences $u_{1} X \simeq u_{2} W_{2}$ and $u_{t+1} Y \simeq u_{t} W_{t}$ are the elementary transformations at the beginning of the words, there exist again $\alpha, \beta \in\{b b, b a\}$ and words $Z_{1}, Z_{2}$ with the similar descriptions as above hold, implying again $X \simeq Y$.

To complete the proof, we have to examine three more cases $\left(u_{1}, u_{2}, u_{3}\right)=$ $(a, b, c),(a, c, b)$ and $(b, a, c)$ for $t=2$, where we shall put $W:=W_{2}$.
(I) Case $(a, b, c)$. We have $a X \simeq b W \simeq c Y$.

Since the equivalences are single elementary transformations, there exist words $Z_{1}$ and $Z_{2}$ such that $X \simeq b Z_{1}, W \simeq c Z_{1} \simeq b a Z_{2}$ and $Y \simeq b b Z_{2}$. Applying the induction hypothesis for $r$ to the two equivalent expressions of $W$, we see that there exist $k$ and a word $Z_{3}$ such that $0 \leq k<r-2, Z_{1} \simeq a^{k} b b Z_{3}$ and $a Z_{2} \simeq c^{k} b a Z_{3}$. We can apply $k$-times the induction hypothesis to the last two equivalent expressions and we see that there exists a word $Z_{4}$ such that $Z_{2} \simeq c^{k} Z_{4}$ and $b a Z_{3} \simeq a Z_{4}$. Applying again the induction hypothesis to the last equivalence relation, there exists a word $Z_{5}$ such that $Z_{4} \simeq b Z_{5}$ and $a Z_{3} \simeq c Z_{5}$. Once again applying the induction hypothesis to the last equivalence relation, we finally obtain $Z_{3} \simeq c Z_{6}$ and $Z_{5} \simeq a Z_{6}$ for a word $Z_{6}$. Reversing the procedure, obtain the descriptions:

$$
\begin{aligned}
& X \simeq b Z_{1} \simeq b a^{k} b b Z_{3} \simeq b a^{k} b b c Z_{6} \\
& Y \simeq b b Z_{2} \simeq b b c^{k} Z_{4} \simeq b b c^{k} b Z_{5} \simeq b b c^{k} b a Z_{6} .
\end{aligned}
$$

By using the relations of $\mathrm{G}_{\mathrm{B}_{\mathrm{ii}}}^{+}$, we can show $b a^{k} b b c \simeq c b b c^{k} b$ and $b b c^{k} b a \simeq$ $a b b c^{k} b$. So, we conclude that $X \simeq c Z, Y \simeq a Z$ for $Z \simeq b b c^{k} b Z_{6}$.
(II) Case $(a, c, b)$. We have $a X \simeq c W \simeq b Y$.

Since the equivalences are single elementary transformations, there exist words $Z_{1}$ and $Z_{2}$ such that $X \simeq c Z_{1}, W \simeq a Z_{1} \simeq b b Z_{2}$ and $Y \simeq b a Z_{2}$. Applying the induction hypothesis for $r$ to the two equivalent expressions of $W$, we see that there exists a word $Z_{3}$ such that $Z_{1} \simeq b Z_{3}$ and $b Z_{2} \simeq c Z_{3}$. Again applying the induction hypothesis to the last two equivalent expressions, we see that there exist an integer $k$ with $0 \leq k<r-3$ and a word $Z_{4}$ such that $Z_{2} \simeq c^{k} b a Z_{4}$ and $Z_{3} \simeq a^{k} b b Z_{4}$. Reversing the procedure, obtain the descriptions:

$$
X \simeq c Z_{1} \simeq c b Z_{3} \simeq c b a^{k} b b Z_{4} \quad \text { and } \quad Y \simeq b a Z_{2} \simeq b a c^{k} b a Z_{4}
$$

It is not hard to show the equivalences $c b a^{k} b b \simeq b b a c^{k} b$ and $b a c^{k} b a \simeq c b a c^{k} b$. Thus, we obtain $X \simeq b Z, Y \simeq c Z$ for $Z:=b a c^{k} b Z_{4}$.
(III) Case $(b, a, c)$. We have $b X \simeq a W \simeq c Y$.

By induction hypothesis, there exist words $Z_{1}$ and $Z_{2}$ such that $X \simeq c Z_{1}$, $W \simeq b Z_{1} \simeq c Z_{2}$ and $Y \simeq a Z_{2}$. Applying the induction hypothesis for $r$ to the two equivalent expressions of $W$, we see that there exist $k$ and a word $Z_{3}$ such that $0 \leq k<r-2, Z_{1} \simeq c^{k} b a Z_{3}$ and $Z_{2} \simeq a^{k} b b Z_{3}$. Thus, we obtain the descriptions:

$$
X \simeq c Z_{1} \simeq c c^{k} b a Z_{3} \quad \text { and } \quad Y \simeq a Z_{2} \simeq a a^{k} b b Z_{3}
$$

This is the conclusion in Proposition 7.7 (iv) with $0 \leq k+1<r-1$, which we looked for.

This completes the proof of Proposition.
This completes the proof of Theorem 4.
Remark 7.3. The sufficient criterion for the cancellation condition given in [D-P, Prop. 3.6] is not satisfied by the monoid $G_{\mathrm{B}_{\mathrm{ii}}}^{+}$.

## $8 \quad 2 \times 2$-matrix representation of the group $G_{X}$

We construct non-abelian representations of the groups $G_{\mathrm{B}_{\mathrm{ii}}}, G_{\mathrm{B}_{\mathrm{vi}}}, G_{\mathrm{H}_{\mathrm{i}}}, G_{\mathrm{H}_{\mathrm{ii}}}$.
Theorem 5. For each type $X \in\left\{\mathrm{~B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}\right\}$, consider matrices $A, B, C$ $\in \mathrm{GL}(2, \mathbb{C})$ listed below. Then we have the following i) and ii).
i) The correspondence $a \mapsto A, b \mapsto B, c \mapsto C$ induces representations

$$
\rho: G_{X} \longrightarrow \mathrm{GL}(2, \mathbb{C})
$$

ii) The image $\rho\left(G_{X}\right)$ is not an abelian group if $l^{2} \neq 1$.

1. Type $\mathrm{B}_{\mathrm{ii}}$ :

$$
A=u\left(\begin{array}{cc}
1 & l^{2} \\
0 & 1
\end{array}\right), \quad B=v\left(\begin{array}{cc}
l & 0 \\
0 & l^{-1}
\end{array}\right), \quad C=u\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),
$$

where $l^{6}=1$ and $u, v \in \mathbb{C}^{\times}$.
2. Type $\mathrm{B}_{\mathrm{vi}}$ :

$$
\begin{aligned}
& A=u\left(\begin{array}{cc}
l & 0 \\
0 & l^{-1}
\end{array}\right), \quad B=u\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right), \quad C=u\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right), \\
& A=u\left(\begin{array}{cc}
1 & l^{2} \\
0 & 1
\end{array}\right), \quad B=v\left(\begin{array}{cc}
l & 0 \\
0 & l^{-1}
\end{array}\right), \quad C=u\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),
\end{aligned}
$$

where $l^{10}=1\left(l^{2} \neq 1\right)$ and $u \in \mathbb{C}^{\times}$

$$
\begin{gathered}
a=-\frac{1}{l\left(l^{2}-1\right)}, \quad b c=\frac{-l^{4}+l^{2}-1}{\left(1-l^{2}\right)^{2}}, \quad d=\frac{l^{3}}{l^{2}-1} \\
p=-l^{4} a, \quad q=-\frac{b}{l^{4}}, \quad r=-l^{4} c, \quad s=-\frac{d}{l^{4}}
\end{gathered}
$$

3. Type $\mathrm{H}_{\mathrm{ii}}$ :

$$
A=u\left(\begin{array}{cc}
l & 0 \\
0 & l^{-1}
\end{array}\right), \quad B=u\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad C=u\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)
$$

where $u \in \mathbb{C}^{\times}$and one of the following two cases holds.
i) $l^{2}+l+1=0$ and $3 p^{2}+3 p+2=0$

$$
a=\frac{l-1}{3}, d=\frac{-l-2}{3}, b c=-\frac{2}{3}, q=\frac{-b(l+2)}{3 p}, r=\frac{p(1-l)}{3 b}, s=\frac{2}{3 p} .
$$

ii) $l^{2}-l+1=0$ and $3 p^{2}-3 p+2=0$.
$a=\frac{l+1}{3}, d=\frac{-l+2}{3}, b c=-\frac{2}{3}, q=\frac{b(-l+2)}{3 p}, r=\frac{-p(l+1)}{3 b}, s=\frac{2}{3 p}$.
4. Type $\mathrm{H}_{\mathrm{iii}}$ :

$$
A=u\left(\begin{array}{cc}
l & 0 \\
0 & l^{-1}
\end{array}\right), \quad B=u\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad C=u\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right),
$$

where $l^{10}=1\left(l^{2} \neq 1\right)$ and $u \in \mathbb{C}^{\times}$

$$
\begin{gathered}
a=-\frac{1}{l\left(l^{2}-1\right)}, \quad b c=\frac{-l^{4}+l^{2}-1}{\left(l^{2}-1\right)^{2}}, \quad d=\frac{l^{3}}{l^{2}-1} \\
p=a, \quad q=\frac{b}{l^{4}}, \quad r=l^{4} c, \quad s=d
\end{gathered}
$$

Proof. It is sufficient to prove only for the case $u=v=1$.
We present the matrices $A, B$ and $C$ by the indeterminates $a, b, c, d, p, q, r, s$ and $l$ as in the statement, and then solve the polynomial equation on them defined by the relations listed in Theorem 1. It is unnecessary to check all relations, since some relations are included in the list because of the cancellation condition, whereas $\mathrm{GL}(2, \mathbb{C})$ is a group where the cancellation condition is automatically satisfied. However, as we shall see, it is sometimes convenient to take these "superfluous" relations in account. Detailed calculations are left to the reader.
1.Type $\mathrm{B}_{\mathrm{ii}}$ : We need to show $C B B=B B A, B C=A B, A C=C A$, whose verifications are left to the reader. We have $\operatorname{det}(A)=\operatorname{det}(C)=u^{2} \neq 0, \operatorname{det}(B)=$ $v^{2} \neq 0$. Since $A B A^{-1} B^{-1}=\left(\begin{array}{cc}1 & l^{2}\left(1-l^{2}\right) \\ 0 & 1\end{array}\right)$ and $B C B^{-1} C^{-1}=\left(\begin{array}{cc}1 & l^{2}-1 \\ 0 & 1\end{array}\right)$, $\rho\left(G_{\mathrm{B}_{\mathrm{ii}}}\right)$ is abelian if and only if $l^{2}=1$.
2. Type $\mathrm{B}_{\mathrm{vi}}$ : We need to show $A B A=B A B, A C A=B A C, A C B=C A C$. Actually, solving the $(1,1)$ entry of the equation $A B A=B A B, \operatorname{tr}(A)=\operatorname{tr}(B)$ and $\operatorname{det}(B)=1$, w obtain the expressions for $a, b, c, d$. Then, using the relation $C=A B A^{-2} B$, we obtain the expressions for $p, q, r, s$. Furthermore, comparing the $(1,1)$-entry of $A^{5}=B^{5}$, we get $l^{8}+l^{6}+l^{4}+l^{2}+1=0$.
3. Type $\mathrm{H}_{\mathrm{ii}}$ : We need to show $A B A B=B A B A, A C A=B A C, A C B=C A C$.

$$
A B A B=\left(\begin{array}{cc}
b c+a^{2} l^{2} & b d+a b l^{2} \\
a c+c d / l^{2} & b c+d^{2} / l^{2}
\end{array}\right), B A B A=\left(\begin{array}{cc}
b c+a^{2} l^{2} & a b+b d / l^{2} \\
c d+a c l^{2} & b c+d^{2} / l^{2}
\end{array}\right)
$$

By these calculations, we have $d+a l^{2}=0$. By $\operatorname{Tr} A=\operatorname{Tr} B=\operatorname{Tr} C$ and $\operatorname{det} A=\operatorname{det} B=\operatorname{det} C$, we have $a+d=l+l^{-1}=p+s, a d-b c=p s-q r=1$.

$$
\begin{gathered}
a=\frac{l^{2}+1}{l\left(1-l^{2}\right)}, d=\frac{l\left(l^{2}+1\right)}{l^{2}-1}, b c=\frac{-2\left(l^{4}+1\right)}{\left(l^{2}-1\right)^{2}} \\
A C A=\left(\begin{array}{cc}
l^{2} p & q \\
r & s / l^{2}
\end{array}\right), B A C=\left(\begin{array}{cc}
a l p+b r / l & a l q+b s / l \\
c l p+d r / l & c l q+d s / l
\end{array}\right)
\end{gathered}
$$

$$
\begin{gathered}
q=\frac{b}{l p\left(1-l^{2}\right)}, r=\frac{l\left(l^{4}+1\right) p}{b\left(l^{2}-1\right)}, s=\frac{-2 l^{2}}{\left(1-l^{2}\right)^{2} p} \\
A C B=C A C \Leftrightarrow\left(1-l+l^{2}\right)=0 \text { and } 3 p^{2}-3 p+2=0, \text { or },\left(1+l+l^{2}\right)=0 \text { and } 3 p^{2}+3 p+2=0
\end{gathered}
$$

We calculate each cases separately and obtain the result.
4. Type $\mathrm{H}_{\mathrm{iii}}$ : We need to show $A B A=B A B, C B A=A C B, B C A=C B C$. As in case of $\mathrm{B}_{\mathrm{vi}}$, already the first relation $A B A=B A B$ (in particular $\operatorname{tr}(A)=$ $\operatorname{tr}(B)$ and $\operatorname{det}(B)=1$ ) implies the expressions for $a, b, c, d$. Using further the relation $A C A=C A C$, we obtain $a=p, d=s$ and $b c=q r$. Then applying the relation $A^{2} C=B A^{2}$, we get $q=l^{4} b$ and $r=l^{-4} c$. Further, using the relation $C A^{3}=A^{3} B$, we obtain $l^{10}=1$.

Corollary. For $X \in\left\{\mathrm{~B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}\right\}, \sigma\left(\mathcal{Q Z}\left(\pi G_{X}^{+}\right)\right)$consists only of the identity.
Sketch of Proof. For $\sigma \in \mathfrak{S}(L)$, we consider a matrix $X \in \operatorname{Mat}(2, \mathbb{C})$ satisfying the equations: $A X=X \sigma(A), B X=X \sigma(B), C X=X \sigma(C)$. If $\sigma=1$, then the solutions are constant $\times$ id. If $\sigma \neq 1$, then $X=0$.

Remark. J.Sekiguchi constructed the following $3 \times 3$-matrices representation: $a \mapsto A, b \mapsto B, c \mapsto C$ of the group of type $\mathrm{B}_{\mathrm{ii}}$.

$$
A=\left(\begin{array}{ccc}
a_{1} & 0 & 0 \\
0 & a_{2} & 0 \\
0 & 0 & a_{3}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
0 & 0 & b_{1} \\
b_{2} & 0 & 0 \\
0 & b_{3} & 0
\end{array}\right), \quad C=\left(\begin{array}{ccc}
a_{2} & 0 & 0 \\
0 & a_{3} & 0 \\
0 & 0 & a_{1}
\end{array}\right),
$$

for $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3} \in \mathbb{C}^{\times}$.
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[^0]:    ${ }^{1}$ We changed the notation from [S-I1]. Namely, $G_{X}^{+}$and $\pi G_{X}^{+}$in the present paper are denoted by $M_{X}$ and $G_{X}^{+}$, respectively, in [S-I1].

[^1]:    ${ }^{2}$ An element $\Delta \in G_{X}^{+}$is called quasi-central ([B-S, 7.1]) if $d \cdot \Delta=\Delta \cdot \sigma_{\Delta}(d)$ for $d \in\{a, b, c\}$.
    ${ }^{3}$ We ask, more generally, whether the monoid generated by Zariski-van Kampen generators in the local fundamental group of the complement of a free divisor has always a fundamental element (see $\S 6$ Remark 6.4). In the 4 types $\mathrm{B}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{vi}}, \mathrm{H}_{\mathrm{ii}}, \mathrm{H}_{\mathrm{iii}}$, we observe that $\mathcal{F}\left(\pi G_{X}^{+}\right)$is not singly generated. Therefore, we ask, also, whether the set of fundamental elements $\mathcal{F}\left(\pi G_{X}^{+}\right)$ is finitely generated over $\mathcal{Q} \mathcal{Z}\left(\pi G_{X}^{+}\right)$or not. For an Artin monoid of finite type, $\mathcal{F}\left(G_{X}^{+}\right)$is generated by a single element $\Delta$ and $\mathcal{F}\left(G_{X}^{+}\right)=\Delta^{\mathbb{Z}_{\geq 1}} \quad([\mathrm{~B}-\mathrm{S}])$.

[^2]:    ${ }^{4}$ A local divisor $D$ in $\left(\mathbb{C}^{n}, O\right)$ at the origin is called decomposable if there exist local divisors $D_{i}$ in $\left(\mathbb{C}^{n_{i}}, O\right)(i=1,2)$ and a local analytic isomorphism $\left(\mathbb{C}^{n}, O\right) \simeq\left(\mathbb{C}^{n_{1}}, O\right) \times\left(\mathbb{C}^{n_{2}}, O\right)$ which induces a local isomorphism $D \simeq\left(D_{1} \times \mathbb{C}^{n_{2}}\right) \cup\left(\mathbb{C}^{n_{1}} \times D_{2}\right)$. A local divisor $D$ in $\left(\mathbb{C}^{n}, O\right)$ is called indecomposable if it is not decomposable.

