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Outline
❖ Motivation: Useful probes of high-z structure formation 
--- DLAs & LAEs --- why is radiation important for their 
modeling?

❖ Results:  Effects of UV background (UVB) & local stellar 
radiation --- radiative transfer (RT) calculations

❖ Implications on DLAs & Lyα Emitters
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(Wolfe+ ‘86)

Direct probe of HI gas in high-z universe
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Galactic Wind  Feedback

mass-loss rate

wind energy

296 V. Springel and L. Hernquist

enough to escape from all but the smallest galaxies, but they can
nevertheless represent a crucial process for transporting metals and
energy released by supernovae into the extended galactic halo.

Unfortunately, our understanding of the small-scale hydrodynam-
ics that is actually responsible for driving winds is crude, although
high-resolution simulations of starbursts (Mac Low & Ferrara 1999)
provide some clues concerning the physics. Here, we will not at-
tempt to formulate a detailed theory for the production of winds,
but will rather use a phenomenological approach that can easily
be combined with our model for star formation and feedback. To
this end, we will parametrize the winds in analogy with Aguirre
et al. (2001b), who studied wind propagation and metal enrichment
of the IGM using detailed analytic models applied to a sequence
of simulation time slices. Their phenomenological model of winds
was constructed to be physically and energetically plausible, to be
simple, and to be constrained by observational data to the extent
possible, an approach we will also follow.

We start by assuming that the disc mass-loss rate that goes into a
wind, Ṁw, is proportional to the star formation rate itself, namely

Ṁw = ηṀ", (26)

where η is a coefficient of the order of unity, and Ṁ" is the formation
rate of long-lived stars. In fact, Martin (1999) presents observational
evidence that the disc mass-loss rates of local galaxies are of the
order of the star formation rates themselves, with Ṁw/Ṁ" ∼ 1–5,
and without evidence for any dependence on galactic rotation speed.
Note that Ṁw just describes the rate at which gas is lost from a disc
and fed into a wind. Whether or not this material will be able to
escape from the halo will then depend on a number of factors: the
velocity to which the gas is accelerated, the amount of intervening
and entrained gas, and the depth of the potential well of the halo. If
the wind is slow and the halo is of sufficient mass, the gas ejected
from the disc will remain bound to the halo, and may later fall back
to the star-forming region, giving rise to a galactic ‘fountain’. On
the other hand, even a slow wind may escape dwarf galaxies and,
at sufficiently high redshift, can potentially pollute a large volume
without overly perturbing the thermal structure of the low-density
IGM. Note that for values of η above unity, a wind is expected to
greatly suppress star formation in galaxies that are of low enough
mass to allow the wind to escape. We will adopt η = 2 in our fiducial
wind model, consistent with the observations of Martin (1999).

We further assume that the wind carries a fixed fraction χ of the
supernova energy. Equating the kinetic energy in the wind with the
energy input by supernovae,

1
2

Ṁwv2
w = χεSN Ṁ", (27)

we obtain the velocity of the wind when it leaves the disc as

vw =
√

2βχuSN

η(1 − β)
. (28)

We will treat χ as a further parameter of the wind model. For sim-
plicity, we do not reduce the amount of energy available for thermal
heating of the hot phase of the multiphase medium by the amount
that is put into the wind, i.e. the total energy we inject when winds
are included effectively becomes ε′

SN = (1 + χ )εSN. Of course, it
would also be possible to reduce the thermal heating accordingly,
such that the total injected energy remains constant. However, this
has the side-effect that then the model parameters A0 and t"

0 have to
be slightly adjusted in order to maintain the match to the Kennicutt
law, which would make it more involved to compare models with
different values of χ . Also note that for the procedure we selected

here, we can use values for χ that are of the order of unity, or even
larger. Such models can be energetically justified by alluding to the
substantial uncertainty of the value of εSN, which may well be be
a factor of 2–3 larger than the default value we adopted here. In
fact, based on observations of galactic outflows, the wind energy
is expected to be of the order of εSN, in which case it constitutes
a sizeable fraction of the overall supernova energy input. We will
assume χ = 0.25 in most of the test simulations discussed in this
paper. In principle, it should be possible to use observations of the
cosmic star formation history or the metal enrichment of the IGM to
constrain this parameter. Finally, we note that we do not explicitly
model a distribution of wind velocities in this study. Of course, some
variation of the local wind speed will be automatically produced by
the dynamics of local gas interactions.

4.2 Starbursts

We have shown that our hybrid model leads to an efficient self-
regulation of star formation, which can be understood in terms of an
effective equation of state. In general, the model is thus best viewed
as describing quiescent star formation, where the star formation
rate will in general only gradually accelerate when the gas density
is increased, in accordance with the empirical Schmidt law. The
winds we have introduced as an extension of this model will not
change this picture. We specifically postulate that a wind leaves a
star-forming region without significantly perturbing it dynamically,
and our numerical implementation of wind formation is designed to
ensure this behaviour. Winds thus merely reduce the amount of gas
available for star formation. Depending on the depth of the potential
well, the gas may or may not come back to the galactic disc at a
later time and become available for star formation again.

It is interesting to note, however, that we expect the quiescent
mode of star formation to eventually become ‘explosive’ (i.e. very
rapid) for sufficiently high gas densities. Physically, it is plausi-
ble that self-regulation should break down at high densities. In the
self-regulated regime, cold clouds are constantly being formed and
evaporated. If clouds are not replenished by cooling, they will be
consumed on a time-scale tc = t"/(β A) = (ρ/ρ th)3/10t"

0/(β A0).
This time-scale t c describes the rate at which clouds are repro-
cessed. At the onset of star formation, it is approximately a factor of
100 shorter than the star formation time-scale itself, on the order
of a few times 107 yr. However, at higher densities, clouds are re-
processed more slowly, and eventually tc will become larger than
the maximum lifetime of individual clouds, which is estimated to
be as high as 108 yr for giant molecular clouds. At this point, it will
become difficult to maintain tight self-regulation because the clouds
will not survive long enough to await evaporation. Instead they may
all collapse and form stars on the time-scale of their lifetime, i.e. the
time-scale of star formation will suddenly become shorter in this
regime and deviate from the scaling we have assumed so far.

Since it is unclear how this transition to accelerated star forma-
tion proceeds in detail, we refrain from modelling it explicitly in this
study. However, we remark that already the effective pressure model
discussed so far shows a possibility for run-away star formation, for
purely dynamical reasons. Recall that the ISM is stabilized against
gravitational collapse by the effective pressure provided in the mul-
tiphase model. For sufficiently high densities, the corresponding
equation of state eventually becomes soft. More specifically, there
is a certain overdensity, where the local polytropic index falls below
a slope of 4

3 . It is well known that barotropic gas spheres with an
index below this value are unstable. We thus expect that once we as-
semble a sufficiently large amount of cold gas, the effective pressure
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Figure 7. Time-evolution of the gas flow in a halo of total mass Mvir = 1010 h−1 M". The velocity field is represented by arrows and the logarithm of the
gas density is indicated as a grey-scale. Labels in each panel give the elapsed time in h−1 Gyr since the start of the simulation. A wind of speed 242 km s−1 is
included in this model, considerably higher than the escape speed of vesc # 130 km s−1 from this halo. As a result, a galactic super-wind develops, which blows
out of the galaxy, entraining a significant fraction of the gas from the halo. This figure can be seen in colour in the online version of the journal on Synergy.
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Springel & Hernquist (2003)

M82

X-ray + Opt + IR

We now know that this formulation is not satisfactory, so 
we are in the process of updating the wind model based 
on the momentum-driven wind model (Murray+ ’05) and 
the observed wind velocities as a func. of galaxy mass.



Column density distribution f(NHI)

z=3

• High NHI-end OK for 
strong feedback run.

• No feedback run 
overpredicts at high NHI.

• Shortage of f(NHI) at 
logNHI<~21 in sim.

Zwaan+ ‘06 KN+ ‘04a,b



Column density distribution

longer SF time-scale

higher ρth   (x10) 

stronger feedback (x10)
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Pontzen+ ‘08

• larger DLA cross section

• more effective feedback puffs 
up the ISM?

• f(NHI): composite from diff. 
runs.

• No IGM DLAs

10 A. Pontzen et al.

Figure 7. As Figure 4, except the cross-sections are now plotted against

the total mass of neutral hydrogen in each halo. Halos with no DLA cross-

section are shown artificially at log10 σDLA/ kpc2 = −1. The dotted lines
are of timescales for H I depletion through star formation; from top to

bottom τ = 1010.0, 109.5 and 109.0 yr. These illustrate constraints on our

locus of points by considering both Ω!(z = 0) and the lifetime of a typical
DLA (see text for details).

sections. The primary physical distinction between the upper and

lower branches is in halo mass: the former trace H I-rich halos with

Mvir < 1010.5M! and the latter trace a population of H I-poor ha-

los with Mvir > 1010.5M!. This is reminiscent of recent claims

of bimodality in observed DLAs (Wolfe et al. 2008). However we

limit ourselves, for the moment, to more general considerations,

noting that the high mass, low σ branch DLAs are extremely rare in
our simulations (making up less than 2% of the total cross-section).

Our method for generating cosmological samples (Section 3.3) will

propagate through any such bimodalities into our final results with-

out difficulty, assuming the Cosmo box has a representative selec-

tion of halos. See Section 6.5 for a further discussion of bimodality.

A guide σDLA –MHI relationship can be estimated by fixing

a particular star formation rate. As explained in Section 2, in our

simulations the instantaneous star formation rate is given by the

Schmidt law. From this may be estimated a timescale for conver-

sion of neutral gas into stars,

τ =
1

c!

p

Gρgas

. (7)

With the assumption that ρgas ! MHI/(0.74 σ3/2
DLA), one has the

approximate relation

σDLA ∼ 10 kpc2

„

τ
109yr

«4/3 „

MHI

109M!

«2/3
“ c!

0.05

”4/3
. (8)

Our locus lies roughly along the line τ = 109.5 years; this

is not unexpected, especially if our simulations are to match ob-

servations that Ω!(z = 0) ∼ ΩDLA(z = 3).6 This suggests that
a large fraction of the DLA cross-section should be converted to

6 In other words, the total mass of stars at z = 0 in a given comoving

Figure 8. The simulations’ DLA column density distribution (solid line)

compared to the observed values from SDSS DR5 (points with error bars,

see main text for explanation). The dashed, dashed-dotted and dotted lines

show the contribution from Mvir < 109.5M!, 109.5M! < Mvir <
1011.0M! and Mvir > 1011.0M! halos respectively (these are not

directly observable distributions, but give guidance as to how our cross-

section is composed).

stars by z = 0, giving an upper limit of τ ∼< O(1010yr) to the
star formation timescale τ (unless star formation proceeds in rapid
discrete bursts, which is not the case in our simulations). Assuming

DLAs are not short-lived objects, or achieved by very fine balanc-

ing of rapid gas cooling and star formation, one would also expect

τ ∼> O(1/H(z = 3)) ! O(109.5yr). The constraint τ > 109yr is
obeyed, suggesting that this stable model is reasonable.

4.2 Column Densities, Velocity Widths and Metallicities

4.2.1 Column Density Distribution

One of the best constrained quantities, observationally, is the neu-

tral hydrogen column density distribution f(NHI, X). This is de-
fined such that f(NHI, X)dNHIdX gives the number of absorbers

with column densities in the range NHI → NHI + dNHI and ab-

sorption distanceX → X+dX. Applying the reweighting method
described in Section 3.3 to our sample yields an estimate for the

cosmological column density distribution, shown by the solid line

in Figure 8. This can be compared directly to the observed distri-

bution given by the points with error bars, which are derived from

SDSSDR5 (see previous section for an explanation). The matching

of the normalization and approximate slope of the observed column

density distribution can be seen as a genuine success of the simula-

tions: we emphasize that no fine tuning has been applied to achieve

this result. Furthermore, our results appear to have converged at the

resolution of the simulations used (see Section 5.1).

volume is roughly equal to the total mass of neutral hydrogen in that same

volume at z = 3; see equation (9) and the ensuing discussion.

c© 0000 RAS, MNRAS 000, 000–000
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sively evolve with redshift.) Given the monotonic invertible rela-

tions p(Mvir) and σDLA(Mvir), one has

d2N
dXdp

= f [Mvir(p)]σDLA[Mvir(p)]
dl
dX

dMvir

dp
(3)

where σDLA(M) is the cross section of a DLA of mass M and

f(M) is the halo mass function3, so that the physical number den-
sity of halos with mass in the range M → M + δM is f(M)δM ,

and dl/dX = c/H0(1 + z)3. However, for an ensemble of ha-
los of the same mass, σDLA will be scattered – although it may

be possible to define a mean value σ̄DLA. Similarly, p will in fact
be scattered around some suitably chosen average p̄(M) for a given
halo mass; furthermore even for a single halo most properties pwill
vary depending on the particular sightline taken through the halo to

the distant quasar4.

The easiest approach is to make the replacements p →
p̄(Mvir), σ → σ̄(Mvir) in equation (3). However, even if signifi-
cant deviation of p from p̄ is rare, one may be interested in varia-
tions of d2N/dXdp over several orders of magnitude – these rare
fluctuations can therefore contribute significantly to the “tail” of the

observed values.

Accordingly, the method by which we perform the reweight-

ing is non-parametric. Since at first this can seem a little obscure,

we offer two descriptions. Below, we have described the method

in a heuristic manner. In Appendix B we have outlined how this

method can be derived by discretizing a well defined integral,

which allows for an exact interpretation of our results should one

be necessary.

First, we bin halos (in logarithmic bins) by their virial mass.

Within each bin i, ranging over virial massMi → Mi+1, one may

calculate a mean DLA cross-section σ̄i and a total physical number

density Fi:

Fi =

Z Mi+1

Mi

f(M)dM . (4)

The contribution of DLA systems per unit physical length

from the bin i is Fiσ̄i, and consequently one may calculate:

dN
dX

=
dl
dX

X

i

Fiσ̄i . (5)

To investigate the distribution of properties observed we have

two approaches. The simplest is to extract a representative set by

discarding selected sightlines. This is ideal for comparing corre-

lations between sightline parameters (e.g. velocity & metallicity,

Section 4.2.3), where the observed data sets consist of onlyO(100)
separate sightlines. For each halo h, we need to select a number of
sightlines proportional to wh ≡ σhFi(h)/ni(h) (cf equation (B10))

where σh is the cross-section of the specific halo, i(h) represents
the mass bin to which halo h belongs and ni is the total number of

halos in the mass bin i. The actual sightlines chosen from each halo
are determined by a pseudo-random but deterministic approach, for

stability of results.

This method is not ideal, however, because it throws away po-

tentially useful information. In particular, when constructing dis-

tribution functions for a property p, we use an alternative method

3 We adopt the numerically calibrated version of the Sheth & Tormen

(1999) halo mass function given by Reed et al. (2006).
4 We regard both of these effects as stochastic scatter, although presumably

a complete theory would account for the exact value of p in terms of a
sufficient number of parameters pertaining to the halo and sightline.

Figure 4. The DLA cross-section of halos which meet our resolution cri-

teria in the Dwf (plus symbols), MW (dots), Large (cross symbols) and

Cosmo (tripod symbols) boxes plotted against their virial mass. There is a

(resolution-independent) sharp cut-off atMvir ∼ 109M! below which the

cross-section for DLA absorption is negligible. Halos with no DLA cross-

section are shown artificially at log10 σDLA/ kpc2 = −1. The fit to the
equivalent results for two models in Nagamine et al. (2004a) is given by

the dotted and dash-dotted lines (their models P3 and Q5 respectively). The

major progenitors to the “MW” (Milky Way like) and “Dwf” (Dwarf type)

z = 0 galaxies are indicated.

which uses the cosmological halo mass function to weight, rather

than select, results. The set of all sightlines is binned by the prop-

erty p, indexed by j. One then has

d2NDLA

dXdp

˛

˛

˛

˛

pj

∝

X

h

wh(k)

∆p
×
Num. DLA obs. through h with p in bin j

Total DLA obs. through h
(6)

where the sum is over all sightlines from any halo in any box, h(k)
denotes the halo associated with the sightline k and ∆p is the bin
size. The constants are not hard to calculate, but obscure the tech-

nique and are presented in full in Appendix B, equation (B8).

Of course, the above methods require that line-of-sight effects

(such as the coalignment of multiple DLAs along a single sight-

line) are not a dominant effect. We verified that extending all our

sightlines through the entire boxes made no significant difference

to any of our results. This is because the DLA cross-sections per

halo are small so that even when strong clustering is taken into ac-

count, the probability of a double-intersection along a line-of-sight

is very low. (Note also that velocity widths, Section 4.2.2, are al-

ways determined from unsaturated line profiles, so that trace metals

in the IGM are too weak to change the measured widths.)

One should also require that environmental variations of halo

properties (in effect systematic variations with parameters other

than halo mass) are unimportant. This requirement is harder to ver-

ify, but we did not detect variations of halo properties with regions

in our “Cosmo” box, nor any strong correlations with indirect mea-

c© 0000 RAS, MNRAS 000, 000–000

(cf. Razoumov+ ’06)

(Governato+ ’08 zoom-in sims)



Effect of UVB
• Previous runs assumed 

optically thin approx.

• No-UVB run completely 
overpredicts.

• Weakening the UVB doesn’t 
change the result  compared 
to the orig run.

• Perhaps the UVB was sinking 
in too much into the halo.

• The run that limits UVB to 
ρ<0.01ρth agrees well w/ 
data. ρth~0.1 cm-3

(cf. Kollmeier+ ’09)



Escape fraction of ionizing photons 
-- effects of local stellar radiation



Why care about fesc,ion?

What are the sources 
responsible for reionization?

Illiev+ ’06

956 X. FAN

Fig. 7. – Evolution of the density of luminous quasars based on the SDSS and 2dF surveys. The
strong decline of quasar number density suggests the quasar/AGN population is not likely to
provide enough UV photons to ionize the Universe at z > 6.

Fig. 8. – The volume-averaged neutral fraction of the IGM vs. redshift using various techniques.
The dashed line shows the fiducial model of Gnedin [39] with late reionization at z = 6–7, the
solid line shows an idealized model with double reionization as described in [40], and the dotted
line illustrates the model with early reionization at z ∼ 14.

Fan+ ’08



Large-scale structure 
traced by LAEs at z>3

SXDS,  515 LAEs

Ouchi+ ’08

Ouchi+ ’05

~1400 LAEs @ z=3.1 over 200 Mpc scale
Nakamura, Yamada+ ’08

Partridge & Peebles ’67
Rhoads & Malhotra ’01 
Shapley+ ’03
Malhotra & Rhoads ’04
Ouchi+ ’05
Hu & Cowie ’06
Shimasaku+ ’06
Kashikawa+ ’06
Gronwall+ ’07
Gawiser+ ‘07.....



Lyα  Luminosity Function

• Without any corrections, 
models based on CDM 
overpredict the Lyα LF by a 
factor of 5-10

Assuming

(Kennicutt ‘98; Leitherer+ ’99)

Salpeter IMF,  [0, 100]M⦿, 0.05<Z/Z⦿<2
L=14Mpc

L=43Mpc

L=143Mpc

A. Verhamme et al.: 3D Lyα radiation transfer. III. 103

Fig. 14. Lyα escape fraction versus dust extinction in the gas for the
LBG (circles) and local starbursts (crosses). We find a clear correlation
between the Lyα escape fraction and the dust amount in the shell, for
the 11 objects from the FDF. The filled circles stand for objects with
asymmetric profiles, open circles the remaining ones. The solid line
represents the continuum attenuation, fecont = exp(−τa) ≈ exp(−10 ×
E(B−V)), the dashed line the fit proposed in Eq. (3). The crosses and the
upper limit are the integrated escape fractions from a sample of 6 local
starbursts from Atek et al. (2008) plotted as a function of E(B − V)
measured from the Balmer decrement.

We propose a fit to predict the escape fraction of Lyα photons
knowing the dust extinction (dashed curve on Fig. 14):

fe = 10−7.71×E(B−V). (3)

Note that E(B − V) in the formula is the extinction in the gas,
which may be different from the extinction of the stars (Calzetti
et al. 2000), as already mentioned above. Interestingly, the two
static objects are also fitted by this formula, which illustrates that
dust is really the dominant parameter governing the Lyα escape
in our objects. One of these (4691) is dust-free, so its escape frac-
tion is ∼1, but in the other object (7539), 30% of the Lyα pho-
tons escape the medium. For the same extinction, moving media
present an escape fraction of 40−45%, which is consistent with
the theoretical prediction that fe increases with Vexp.

Empirical Lyα escape fractions have recently been measured
by Atek et al. (2008) from imaging for a sample of 6 local
starbursts. Their values are compared to our data for LBGs in
Fig. 14. For E(B − V) ≤ 0.2, our results are in good agreement
with three local objects. SBS 0335-052 with an integrated ex-
tinction of E(B−V)gas ≈ 0.21 shows no Lyα emission, it is a net
absorber. For larger E(B − V) values, the Lyα escape fraction of
two local starbursts (Haro 11 and NGC 6090) are higher than fe
predicted by our fit to the LBGs studied here. Deviations from a
simple homogeneous shell geometry are the most likely expla-
nation for this difference. This will be testable through detailed
modeling both of the spatially resolved and integrated properties
of the local objects.

Since the Lyα line flux is more strongly reduced (due to
multiple scattering effects) than the adjacent continuum, the
Lyα equivalent width depends on the extinction. This phe-
nomenon is added to the one already known to result from the
extinction difference between the gas and the stellar continuum.
In principle, a measurement of EW(Lyα)obs could thus be used

Fig. 15. Temporal evolution of Lyα and UV SFR predictions from the
synthesis models of S03 for three metallicities (Z = 0.02 = Z& in
black, 0.004 in red, and 0.0004 in blue) computed for instantaneous
bursts and/or constant SF. Top: Lyα line luminosity in erg s−1 emitted
per unit SF rate, assuming a Salpeter IMF from 0.1 to 100 M&. The dot-
ted line shows the “canonical” value based on Kennicutt (1998) and a
standard Lyα/Hα ratio. Middle: logarithm of the UV to Lyα SFR ratio.
The shaded area shows the allowed range for constant SF models with
metallicities between 1/50 Z& and solar. Bottom: Lyα equivalent width.

to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:

log
(

EW rest
obs

EW int

)
= −E(B − V)gas (7.71 − 0.4kλ r)

≈ −5.6 E(B − V)gas (4)

where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EWint.

4.8. SFR indicators

Given our quantitative analysis of Lyα radiation transfer, the de-
termination of the Lyα escape fraction and of the extinction, we
are now able to examine to what extent Lyα and the UV contin-
uum provide consistent measures of the star formation rate. The
main results of this exercise are shown in Fig. 16

First we note that three of our objects (1267, 4454, 5812)
show observed, i.e. uncorrected SFR values corresponding to
SFR(Lyα) > SFR(UV). Such a result need not be inconsis-
tent; this behaviour is indeed expected for young bursts or
objects where constant star formation has not yet proceeded
over long enough timescales, i.e. for timescales <∼10−100 Myr
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Fig. 14. Lyα escape fraction versus dust extinction in the gas for the
LBG (circles) and local starbursts (crosses). We find a clear correlation
between the Lyα escape fraction and the dust amount in the shell, for
the 11 objects from the FDF. The filled circles stand for objects with
asymmetric profiles, open circles the remaining ones. The solid line
represents the continuum attenuation, fecont = exp(−τa) ≈ exp(−10 ×
E(B−V)), the dashed line the fit proposed in Eq. (3). The crosses and the
upper limit are the integrated escape fractions from a sample of 6 local
starbursts from Atek et al. (2008) plotted as a function of E(B − V)
measured from the Balmer decrement.

We propose a fit to predict the escape fraction of Lyα photons
knowing the dust extinction (dashed curve on Fig. 14):

fe = 10−7.71×E(B−V). (3)

Note that E(B − V) in the formula is the extinction in the gas,
which may be different from the extinction of the stars (Calzetti
et al. 2000), as already mentioned above. Interestingly, the two
static objects are also fitted by this formula, which illustrates that
dust is really the dominant parameter governing the Lyα escape
in our objects. One of these (4691) is dust-free, so its escape frac-
tion is ∼1, but in the other object (7539), 30% of the Lyα pho-
tons escape the medium. For the same extinction, moving media
present an escape fraction of 40−45%, which is consistent with
the theoretical prediction that fe increases with Vexp.

Empirical Lyα escape fractions have recently been measured
by Atek et al. (2008) from imaging for a sample of 6 local
starbursts. Their values are compared to our data for LBGs in
Fig. 14. For E(B − V) ≤ 0.2, our results are in good agreement
with three local objects. SBS 0335-052 with an integrated ex-
tinction of E(B−V)gas ≈ 0.21 shows no Lyα emission, it is a net
absorber. For larger E(B − V) values, the Lyα escape fraction of
two local starbursts (Haro 11 and NGC 6090) are higher than fe
predicted by our fit to the LBGs studied here. Deviations from a
simple homogeneous shell geometry are the most likely expla-
nation for this difference. This will be testable through detailed
modeling both of the spatially resolved and integrated properties
of the local objects.

Since the Lyα line flux is more strongly reduced (due to
multiple scattering effects) than the adjacent continuum, the
Lyα equivalent width depends on the extinction. This phe-
nomenon is added to the one already known to result from the
extinction difference between the gas and the stellar continuum.
In principle, a measurement of EW(Lyα)obs could thus be used

Fig. 15. Temporal evolution of Lyα and UV SFR predictions from the
synthesis models of S03 for three metallicities (Z = 0.02 = Z& in
black, 0.004 in red, and 0.0004 in blue) computed for instantaneous
bursts and/or constant SF. Top: Lyα line luminosity in erg s−1 emitted
per unit SF rate, assuming a Salpeter IMF from 0.1 to 100 M&. The dot-
ted line shows the “canonical” value based on Kennicutt (1998) and a
standard Lyα/Hα ratio. Middle: logarithm of the UV to Lyα SFR ratio.
The shaded area shows the allowed range for constant SF models with
metallicities between 1/50 Z& and solar. Bottom: Lyα equivalent width.

to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:

log
(

EW rest
obs

EW int

)
= −E(B − V)gas (7.71 − 0.4kλ r)

≈ −5.6 E(B − V)gas (4)

where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EWint.

4.8. SFR indicators
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are now able to examine to what extent Lyα and the UV contin-
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between the Lyα escape fraction and the dust amount in the shell, for
the 11 objects from the FDF. The filled circles stand for objects with
asymmetric profiles, open circles the remaining ones. The solid line
represents the continuum attenuation, fecont = exp(−τa) ≈ exp(−10 ×
E(B−V)), the dashed line the fit proposed in Eq. (3). The crosses and the
upper limit are the integrated escape fractions from a sample of 6 local
starbursts from Atek et al. (2008) plotted as a function of E(B − V)
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static objects are also fitted by this formula, which illustrates that
dust is really the dominant parameter governing the Lyα escape
in our objects. One of these (4691) is dust-free, so its escape frac-
tion is ∼1, but in the other object (7539), 30% of the Lyα pho-
tons escape the medium. For the same extinction, moving media
present an escape fraction of 40−45%, which is consistent with
the theoretical prediction that fe increases with Vexp.
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with three local objects. SBS 0335-052 with an integrated ex-
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absorber. For larger E(B − V) values, the Lyα escape fraction of
two local starbursts (Haro 11 and NGC 6090) are higher than fe
predicted by our fit to the LBGs studied here. Deviations from a
simple homogeneous shell geometry are the most likely expla-
nation for this difference. This will be testable through detailed
modeling both of the spatially resolved and integrated properties
of the local objects.

Since the Lyα line flux is more strongly reduced (due to
multiple scattering effects) than the adjacent continuum, the
Lyα equivalent width depends on the extinction. This phe-
nomenon is added to the one already known to result from the
extinction difference between the gas and the stellar continuum.
In principle, a measurement of EW(Lyα)obs could thus be used

Fig. 15. Temporal evolution of Lyα and UV SFR predictions from the
synthesis models of S03 for three metallicities (Z = 0.02 = Z& in
black, 0.004 in red, and 0.0004 in blue) computed for instantaneous
bursts and/or constant SF. Top: Lyα line luminosity in erg s−1 emitted
per unit SF rate, assuming a Salpeter IMF from 0.1 to 100 M&. The dot-
ted line shows the “canonical” value based on Kennicutt (1998) and a
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to determine the extinction, provided the intrinsic equivalent
width EW int is known. Concretely, the fit-relation between fe and
E(B−V)gas proposed above (Eq. (3)) translates into the following
behaviour of Lyα equivalent width with extinction:

log
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EW rest
obs

EW int
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= −E(B − V)gas (7.71 − 0.4kλ r)

≈ −5.6 E(B − V)gas (4)

where kλ=1216 Å ≈ 12 and r = E(B − V)$/E(B − V)gas = 0.44
according to Calzetti (2001). Adopting reasonable values for
EW int (e.g. from Fig. 15), this formula may be used to obtain a
crude estimate of the extinction in LAEs based on a pure equiv-
alent width measurement. An extinction corrected SFR(Lyα)
value can then be obtained from the Lyα luminosity using an
appropriate SFR calibration from Fig. 15, consistently with the
assumed value of EWint.

4.8. SFR indicators

Given our quantitative analysis of Lyα radiation transfer, the de-
termination of the Lyα escape fraction and of the extinction, we
are now able to examine to what extent Lyα and the UV contin-
uum provide consistent measures of the star formation rate. The
main results of this exercise are shown in Fig. 16

First we note that three of our objects (1267, 4454, 5812)
show observed, i.e. uncorrected SFR values corresponding to
SFR(Lyα) > SFR(UV). Such a result need not be inconsis-
tent; this behaviour is indeed expected for young bursts or
objects where constant star formation has not yet proceeded
over long enough timescales, i.e. for timescales <∼10−100 Myr
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Two simple scenarios

•“Escape fraction” scenario:

• all LBGs emit Lyα emission, but uniformly attenuated by a 
factor of fLyα: 

•“Stochastic” scenario:

• only a fraction Cstoc of star-forming gals are active (or can be 
observed) as LAE  

LAEs and LBGs at z = 3 − 6 5

Without any corrections to the Lyα luminosity, we find
that our simulations overpredict the Lyα LF by a sig-
nificant factor (∼ 10) compared to the observations of
Ouchi et al. (2007). Here, we choose to compare our re-
sults with the data by Ouchi et al. (2007), because their
sample comes from a large survey field and they have
performed extensive comparisons with the earlier LF es-
timates. Ouchi et al.’s LF at z ∼ 3 is consistent with that
of Gronwall et al. (2007). According to their data, there
is not much evolution (no more than a factor of 2 − 3)
between z = 6 and 3 in the observed apparent Lyα LF
either in luminosity or number density. However, Lyα
fluxes from high-z sources are attenuated by the inter-
galactic neutral hydrogen, causing an asymmetric profile
in the Lyα emission line with the blue-side being ab-
sorbed more (e.g., Hu et al. 2004; Kashikawa et al. 2006;
Shimasaku et al. 2006). Therefore, when the data is cor-
rected for this effect, little evolution in the apparent Lyα
LF means strong evolution in the intrinsic LF, in the
sense that the Lyα luminosity and/or the number den-
sity of LAEs are intrinsically brighter/higher at z # 6
than at z # 3.

In the following, we consider two possible scenarios to
match the simulation results to the observed apparent
Lyα LF. The two proposed scenarios are very simple, but
they capture the two extreme situations that plausibly
bracket the true behavior.

5.1. Escape Fraction Scenario

In the first scenario we simply assume that only a fixed
fraction of Lyα photons reaches us from the source, i.e.,

F obs
Lyα = fLyαF intrinsic

Lyα , (3)

where FLyα is the Lyα flux. The parameter fLyα can
be interpreted as an effective escape fraction that in-
cludes the following three effects: escape of ionizing pho-
tons, local dust extinction, and absorption by the IGM
(Barton et al. 2004). We characterize this as

fLyα = fdust (1 − f ion
esc ) fIGM, (4)

where fdust is the fraction of Lyα photons that is not
extinguished by local dust, f ion

esc is the fraction of ionizing
photons that escape from galaxies and thus create no Lyα
photons, and fIGM is the fraction of Lyα photons that
are not absorbed by the IGM, i.e., the transmitted flux.
We call this case the “escape fraction” scenario.

Of course, in the real universe, different galaxies may
have different values of fdust and f ion

esc , depending on their
physical parameters such as age, mass, SFR and local
environment. These parameters can also depend on red-
shift. Therefore, the above parameterization should be
interpreted as an attempt to capture the average behav-
ior of bright galaxies that are currently being observed,
even though for simplicity we do not indicate the implicit
averaging with 〈· · ·〉 in our notation.

The left column of Figure 4 shows a comparison of
our simulation results with the observational data by
Ouchi et al. (2007), adopting fLyα = 0.1 (0.15) for z = 3
(6). This scenario corresponds to simply shifting the
simulated LF toward lower luminosity, therefore the cur-
rently observed LAEs correspond to relatively massive
galaxies with high SFR. Here we selected the values of
fLyα such that the G6 run agrees well with the observed

data points, because this run has the largest box size
and covers the bright-end of the observed LF much bet-
ter than our other runs. The D5 run underestimates the
number density of massive galaxies with log LLyα ! 42
owing to its smaller box size. The agreement between the
simulation results and the observed data is very good at
both z = 3 and 6, including the slope of the LF. Since
our SFR function does not evolve very much (Fig. 2), the
values of fLyα at z = 3 and 6 are very close.

5.1.1. 5.1.1. IGM attenuation and f ion
esc , fdust

We estimate the effect of IGM attenuation to be

fIGM = e−τeff = 0.82 (0.52) for z = 3 (6) (5)

using the Madau (1995) formulation with the assump-
tion that only half of the symmetric Lyα line is ab-
sorbed. These values are consistent with those obtained
by Ouchi et al. (2007). Inserting Eq. (5) into Eq. (4), we
obtain

fdust (1 − f ion
esc ) = 0.12 (0.29) for z = 3 (6). (6)

Chen et al. (2007) reported that, using the afterglow
spectra of long-duration gamma-ray bursts, the mean es-
cape fraction of ionizing radiation from sub-L∗ galaxies
at z ! 2 is 〈f ion

esc 〉 = 0.02 ± 0.02 with an upper limit of
〈f ion

esc 〉 ≤ 0.075. If the escape fraction of ionizing pho-
tons is as small as f ion

esc = 0.02, then our result implies
fdust ≈ 0.12 (0.29) at z = 3 (6).

Inoue et al. (2006, Fig. 3) compiled existing direct
measurements of escape fractions of ionizing photons and
estimates based on the observed ionizing background in-
tensities. They suggested that the value of f ion

esc might
be increasing with redshift: f ion

esc ≈ 0.02, 0.06 & 0.2 at
z = 2, 3 & 4 − 6. In this case,

fdust = 0.13 (0.36) at z = 3 (6). (7)

The lower value of fdust at z = 3 suggests that the envi-
ronment around the star-forming regions becomes more
polluted by dust as star-formation proceeds from z = 6
to 3, blocking more Lyα photons.

Many researchers (e.g., Le Delliou et al. 2006;
Kobayashi et al. 2007) simply adopted fIGM = 1.0,
arguing that various effects can reduce the amount of
IGM attenuation, such as ionization of the IGM around
galaxies, clearing of the IGM by galactic winds, and
redshifting of Lyα photons by the scattering in the
wind. They also refer to the fact that the reionization
of the Universe was mostly completed by z ∼ 6, as
indicated by measurements of Gunn-Peterson absorption
in quasar spectra, and as suggested by constraints on
the clustering of LAEs (McQuinn et al. 2007). It is
possible that the asymmetric Lyα line profile is caused
by the local ISM at the source, rather than by the IGM.
Given the large uncertainty in the value of fIGM, we
also consider the case of fIGM = 1.0. In this case, our
result implies fdust (1− f ion

esc ) = 0.10 (0.15) for z = 3 (6).
Adopting the values of f ion

esc = 0.06 (0.20) at z = 3 (6)
from Inoue et al. (2006), we obtain

fdust = 0.11 (0.19) at z = 3 (6). (8)

In either case, our results imply fdust ≈ 0.1 at z = 3,
and fdust ≈ 0.2 − 0.4 at z = 6.

(due to “interstellar weather”)

α
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•Gnedin+ ’09

• ART AMR code (Kravtsov+’02)

• 6 Mpc/h cosmo box

• phys. resol. 65pc @ z=3

• OTVET algorithm (Gnedin & Abel 
’01)

• Very low fesc

• Increasing func of Mhalo

• No redshift dependence

in origin: the disk can be perturbed by mergers and interactions
with satellites, which are only weakly correlated with SFR or red-
shift (unless a disk goes into a starburst phase).

In the smaller galaxy shown in Figure 8, on the other hand, the
young stars are embedded deep in the neutral disk with no stars
outside the edge. This is because the density and pressure required

for star formation are reached only near the midplane of the disk.
This is also the reason for lower star formation efficiency in dwarf
galaxies in these simulations compared to massive galaxies (see
Tassis et al. 2008 for detailed discussion). The outer, lower den-
sity H i disk is thus inert in terms of star formation. In bigger gal-
axies, the disk is denser and star formation is occurring closer to

Fig. 8.—Edge-on (left) and face-on (right) views of two galaxies from our simulation at z ¼ 3. The top panels show the largest galaxy in the simulation box (Mtot ¼
3:7 ; 1011 M", SFR ¼ 5:8 M" yr#1, fesc ¼ 1:5%), while the bottom row shows a smaller galaxy with a negligible escape fraction (Mtot ¼ 5:3 ; 1010 M", SFR ¼
0:75M" yr#1, fesc ¼ 2:5 ; 10#4). Blue areas show the volume rendering of the H i density, while yellow dots show young stars (stars older than about 20 Myr are not
shown). Sizes of the gaseous disks in both galaxies are comparable, but in the smaller galaxy the stellar disk is fully embedded in the gas disk, resulting in a low value for
the escape fraction.
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Mtot~4x1011Msun   fesc=1.5%

Radiative Transfer 
Calculations

These results are puzzling 
in many ways...



• SPH code (Sommer-Larsen
+’03)

• resim. 9 gals in 6 Mpc/h 
cosmo box; Mhalo=6e7 - 
3e11 Msun

• phys. resol. ~0.5 kpc

• Decresing fesc as a 
func of Mhalo & 
redshift

Razoumov+ ’09

Ionizing radiation from z = 4 − 10 galaxies 3

Fig. 1.— Projected gas density in galaxies S29, S33, S33sc, S41, S87, S108, S108sc, S115, S115sc (top to bottom), at z = 10.4, 8.2, 6.7,
5.7, 5.0, and 4.4 (left to right). The side of the image in each row is 250, 250, 250, 250, 100, 100, 80, 100, 80 physical kpc (top to bottom).
The color scale is logarithmic from 10−4 g cm2 to 10−1 g cm2 in all images.

z=10.4 8.2 6.7 5.7 5.0 4.4

6 Razoumov & Sommer-Larsen

Fig. 3.— Angular averaged escape fraction as a function of the
host halo mass (top) and the SF rate (center). Bottom: escape
fractions in the log(SFrate) − log(Mhalo) plane, with the radius
of each circle proportional to f0.5

esc . The insert box in the bottom
panel shows fesc = 10−2, 10−1, and 1. Color in all three panels
represents redshift with the rainbow palette, from z = 10.4 (violet)
to z = 4.4 (red).

at z <∼ 5 (Fig. 6).
Observations of UV-selected star-forming galaxies at

z ∼ 2 point to metallicities in the range 0.1-0.5 dex below
solar (Erb et al. 2006). If star formation peaks at z ∼
2 − 3, metallicities should be substantially lower in the
interval z ∼ 10.4 − 4.4 we study here. All models in our
set feature a gradual metal enrichment such that most
of the massive galaxies have [O/H] ∼ 0.1 − 0.5 at z = 2
(Fig. 6). Since the no-sublimation models put an upper
limit on dust absorption (Fig. 5), we conclude that its
effect is unlikely to significantly impact the output of
ionizing photons in z >∼ 4.4 galaxies, except for very rare,
unusually massive systems.

3.2. Resolution effects

For the numerical convergence study, we use an ad-
ditional model K33 to compare the escape fractions at
z = 5.85 obtained at standard (K33-64) and 8 times the
mass resolution (K33-512), while keeping the strength of
stellar feedback and the ionizing luminosity per unit stel-
lar mass constant. At these two resolutions, this galaxy
contains 755 star particles of mass 1.42 × 105 M!, and
8447 star particles of mass 1.78 × 104 M!, respectively.

We find the Lyman-limit fesc = (0.142, 0.118, 0.101)
for K33-64, and (0.215, 0.173, 0.143) for K33-512, at
r = (0.5, 1, 2) × rvir, respectively (Fig. 7). The star
formation rate in the higher resolution model is slightly
larger, 4.4 M! yr−1 vs. 3.2 M! yr−1, which could ex-
plain the observed difference in fesc, since the two quan-
tities should be coupled (Wise & Cen 2008). In addition,
we see the increased porosity of the ISM in the higher res-
olution model, with more transparent channels between
dense clumps through which radiation can escape. To be
conservative, the escape fractions presented in this work
should probably be considered as lower limits.

4. DISCUSSION AND CONCLUSIONS

We have coupled high-resolution galaxy formation
models with point-source radiative transfer to compute
the escape fractions of LyC photons from galaxies at
z = 10.4, 8.2, 6.7, 5.7, 5.0, and 4.4. We confirm very
large escape fractions of near unity at z ∼ 8 − 10 found
by Wise & Cen (2008) in dwarf 108 − 1010 M! galaxies,
conducive to efficient stellar reionization. The difference
between this result and much lower escape fractions in
Mhalo >∼ 8 × 109 M! galaxies with similar SF rates at
z = 3 − 4 (Gnedin et al. 2008) reflects the model differ-
ences between reionization-epoch star-forming galaxies
and lower-redshift dwarf galaxies with a relatively low SF
efficiency. There are several physical factors that could
account for very different SF efficiencies in z ∼ 6 − 10
galaxies. These systems are likely to have very low metal-
licities for which the strength of stellar winds is greatly
reduced (Kudritzki 2002), producing less local disrup-
tion in star-forming clouds, and leading to higher SF ef-
ficiency. Lower metallicities correspond to less efficient
cooling; however, this effect can be offset by the fact that
– at a fixed halo mass – higher redshift galaxies are more
compact resulting in more efficient cooling. In addition,
there are theoretical expectations of a more top-heavy
IMF at high redshifts (Abel et al. 2002; Bromm et al.
2002; Padoan & Nordlund 2002). A larger fraction of
massive stars is likely to yield more efficient feedback on
galactic scales, producing a larger number of transparent
channels in the ISM through which ionizing radiation can
escape the galaxy.

We did not compute the effect of ionizing radiation on
the hydrodynamical flow which is instead shaped by the
thermal feedback energy. Would our results change if
we used a coupled radiation-hydrodynamics approach?
Ionizing radiation heats up the gas which can then ex-
pand and leave the star-forming region. Gnedin et al.
(2008) found overall that coupling of radiative transfer
and hydrodynamics does not produce a large change in
fesc. For the dwarf galaxies considered by Wise & Cen
(2008), they reported fast variations of fesc by up to an
order of magnitude on the timescale of a few Myrs which
is the dynamical timescale of a star-forming molecular

phys 250kpc



Wise & Cen ’09

• Enzo AMR code (Bryan & Norman ’97)

• resim. 10 selected halos in 2 & 
8Mpc box down to z=8; 
claimed resol. of 0.1 pc

• focus on lower mass halos: Mhalo~ 
3e6 - 3e9 Msun

• large fesc variation -- 
perhaps increasing fesc as a 
func of Mhalo

• fesc can reach up to 0.8 for top-
heavy IMF (but varied only Nγ)
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Figure 9. UV escape fraction versus halo mass plotted for varying values of (a) turbulent energy, (b) spin parameter, and (c) baryon mass fraction.
(A color version of this figure is available in the online journal.)

star formation and any of its time variations. As seen in Figure 6
the variations in SFR correspond to variations in fesc on similar
timescales, on order of a dynamical timescale of a molecular
cloud, ∼ 1–3 Myr. In halos 2 and 4, a constant SFR exists for
30 Myr in the top-heavy IMF case. The cumulative luminosity
from this stellar cluster gradually ionizes the IGM and photoe-
vaporates most clumpy material. Eventually the escape fraction
approaches unity after ∼10 Myr of irradiation.

As with the idealized halos, the escape fraction is depen-
dent on the previous star formation history, which can photo-
evaporate dense, clumpy material in the halo. Imagine two
equal-mass stellar clusters, forming in the same neighborhood.
The one that forms first will pre-ionize the ISM in some fraction
of solid angle, allowing the radiation from the second cluster to
escape into the IGM more easily and further raising the escape
fraction.

We compare fesc from cosmological halos with their idealized
counterparts in Figures 7 and 8 with respect to virial mass and
maximum SFR, respectively. The halos that host a top-heavy
IMF have escape fractions within the scatter of the idealized
halo, even though adjacent filamentary structures can absorb
most of the radiation in their line of sight. Their fesc values
range from 0.4 to 0.8. We also find that fesc at half and twice
the virial radius are within 10% of the value at rvir, similar to
GKC08, because the nearby clumps and adjacent filaments do
not contribute a significant solid angle for absorption.

A normal IMF lowers the escape fraction by ∆(fesc) = 0.05–
0.4. It is interesting that fesc is approximately 0.4 with a normal
IMF over 2 orders of magnitude in halo mass and maximum
SFR, starting with Mvir = 107.5 M". Halos below this mass
threshold (i.e. efficient atomic cooling) are affected considerably
by a normal IMF, where fesc drops by a factor of a few to values
of 0.05–0.1.

3.2.4. Anisotropic H ii Regions

In our radiation hydrodynamics simulations, radiative feed-
back greatly affects the gas dynamics inside the halos. Any UV
radiation will first escape from the halo in the direction with the
least H i column density. This creates anisotropic H ii regions
with the radiation preferentially escaping through these chan-
nels. Any adjacent filamentary structure provides the halo with

a cold, dense flow (Nagai et al. 2003; Kereš et al. 2005; Dekel
& Birnboim 2006; Wise & Abel 2007a), and cold and clumpy
ISM are the major components in absorbing outgoing radiation.

We create full-sky maps of total and H i column density
and mass-averaged neutral fractions of the cosmological halos
with a top-heavy IMF 50 Myr after the initial starburst in
Figure 10. These maps are created by casting adaptive rays
(Abel & Wandelt 2002) from the center of mass of the halo to
the virial radius. Each ray tracks the total and neutral column
density along its path. We then reconstruct a full-sky map of
these quantities using the spatial information contained in the
HEALPix formalism. The ionized regions (blue) match well
with the areas with the lowest column density (black and dark
blue). The transitions from neutral to ionized in these maps
are abrupt, depicting how any neutral blobs can completely
absorb the radiation in its solid angle. However, in the solid
angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape

994 WISE & CEN Vol. 693

6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

U
V

 E
sc

ap
e 

Fr
ac

tio
n

(a)

fturb = 0
fturb = 0.25
fturb = 0.5
fturb = 1

7 8 9 10

log Mvir [MO• ]

(b)

λ = 0
λ = 0.02
λ = 0.04
λ = 0.06
λ = 0.1

7 8 9 10

(c)

fb = 0.05
fb = 0.075
fb = 0.1
fb = 0.15

Figure 9. UV escape fraction versus halo mass plotted for varying values of (a) turbulent energy, (b) spin parameter, and (c) baryon mass fraction.
(A color version of this figure is available in the online journal.)

star formation and any of its time variations. As seen in Figure 6
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angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape
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Figure 4. Gas density projections, weighted by density squared, for cosmological halos. Halos 1–10 have log10(Mvir) = 7.2, 7.4, 7.4, 7.7, 8.2, 8.6, 8.8, 8.9, 9.1, and
9.6. The field of view is 2rvir. The color scaling is the same as Figure 3.

6 at t = 100 Myr provides an interesting contrast in the halo
mass dependence of radiative feedback, where the main halo is
centrally concentrated while the subhalo is being blown apart by
radiative feedback. In these more massive halos, star formation
is still self-regulated but not suppressed as there is a persistent
cold gas reservoir available for star formation, as seen in the
evolution of gas density in the right column of Figure 4.

3.1.3. Star Formation History of Idealized Halos

We plot the star formation histories of the idealized control
halos (fb = 0.1, λ = 0.04, fturb = 0.25) in the top panels of
Figure 5. Star formation in halo masses below 108 M! is
episodic. This occurs when radiation-driven stellar outflows
expel most of the gas from the halo, quenching star formation.
Once the gas is no longer irradiated, it can cool and fall back
into the halo center, forming stars once again. This occurs up to
5 times in these halos in the 100 Myr, more often in more
massive halos.

When halo masses increase to between 107.5 and 108.5 M!,
star formation continues in the presence of galactic outflows;
however it soon halts once the cool gas reservoir in the halo
is depleted. In Figure 5, one sees halos with these masses ex-

perience at least one period of quiescence, where a substantial
fraction of gas cannot form star-forming molecular clouds be-
cause it is contained in outflows. Similar to the lower mass halos,
star formation recommences after gas falls back into the halo.

Above 109 M!, the bursting behavior of star formation is
entirely eliminated. The potential well of the halo has become
deep enough (Vc > 35 km s−1) to contain any outflows created
by over-pressurized H ii regions. The transition circular velocity
from baryon “blow-out” to “blow-away” is similar to the
velocities generated in D-type ionization fronts. Furthermore,
unlike the lower mass halos, the roughly constant SFRs are
approximately the same between the high- and low-luminosity
models at 5 × 10−2 and 10−1 M! yr−1 for Mvir = 109 and
109.5 M!, respectively.

Thin disk formation is absent in halos that experience baryon
blow-out because the outward motions created in H ii regions
disrupt any global organized rotation. In halos with Mvir >
109 M!, the majority of gas is retained within the halo, which
then settles into a thin disk. We caution that is probably not
strong evidence for a transition from a globally turbulent ISM
to disk formation because of our idealized setup of solid-body
rotation. We can better investigate any morphological trends in
cosmological halos that are described in the following section.
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• Mori & Umemura ’06 
Eulerian simulation --- but 
not cosmo sim.

• Decreasing fesc with 
time -- but no gas infall 
into the environment

• fesc=0.07-0.47 (LAE phase); 
0.06-0.17 (LBG phase)
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Implications on Reionization

• Yajima, Umemura+’09:   
LBG+LAE can reionize the 
Universe up to z~6

• Dwarf gals (Mhalo~108 - 
1010 Msun) w/ high fesc may 
play an important role for 
reionization

6 Yajima et al.
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Figure 3. Probability distribution of relative escape fractions.
Each line corresponds to the probability distribution at tage =
0.1Gyr (green), 0.3 Gyr (blue), 0.3Gyr (magenta) and 1.0 Gyr
(red), respectively.

panel of Fig. 2. The standard deviation at each redshift is
also shown by a red belt. This effect allows some of observed
LAEs and LBGs to have as high escape fraction as reported
by Iwata et al. (2009).

The present analyses show the absolute escape frac-
tions fesc for LAEs and LBGs can be as large as fesc

>∼ 0.17.
Hence, LAEs and LBGs are potential sources for the IGM
ionization at z >∼ 4. Here, we quantify the contributions of
LAEs and LBGs to the IGM ionization. Specifically, we as-
sess the emission rate of ionizing photons from LAEs and
LBGs per unit comoving volume. The emission rate is eval-
uated from the star formation rate based on the observed
luminosity functions, with coupling the escape fractions for
LAE and LBG phases obtained in the present analysis. We
use the average escape fraction < fesc >= 0.35 for the LAE
phase and < fesc >= 0.18 for the LBG phase.

In Figure 4, the emission rate of ionizing photons per
comoving Mpc3 is shown as a function of redshift. Open
symbols depict the emission rate for the samples of LAEs
that listed in the caption. Filled symbols show the emission
rate for LBGs, which is estimated by extrapolating the lu-
minosity function to L = 0.1L∗

z=3 from Steidel et al. (1999)
with dust extinction of E(B-V)=0.13 (see also Yoshida et al.
2006). As a theoretical criterion, we adopt that by Madau,
Haadt & Rees (1999), where the emission rate of ionizing
photons required to balance the recombination is given by
Ṅion = 1047.4C(1+z)3 s−1Mpc−3. C is the clumping factor
which parameterizes the inhomogeneity of ionized hydrogen
in the IGM. Madau et al. (1999) adopted C = 30, based
on the value computed by a cosmological radiative transfer
simulation of Gnedin & Ostriker (1997). Ouchi et al. (2004)
also adopted C = 30 when computing the number of ionizing
photons needed to keep the IGM highly ionized at z = 5, as
do a number of other authors. Although C may have some
uncertainty, we assume C = 30 here as a fiducial value.

Figure 4 clearly illustrates that observed LBGs can pro-
vide the majority of ionizing photons at z = 3 − 5, and
play an important role to keep the universe ionized. How-
ever, LAEs are not capable of ionizing large volumes at the
redshift z = 3 − 5. On the other hand, ionizing photons
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Figure 4. The evolution of emission rate of ionizing photons per
comoving Mpc, Ṅion, as a function of redshift. Open symbols
represent Ṅion of LAEs derived from 1a) Ouchi et al. (2008), 2a)
Kudritzki et al. (2000), 3a) van Breukelen, Jarvis & Venemans
(2005), 4a) Fujita et al. (2003), 5a) Ajiki et al. (2003), 6a) Mal-
hotra & Rhoads (2004), 7a) Rhoads et al. (2003), 8a) Kodaira
et al. (2003), 9a) Taniguchi et al. (2005), 10a) Iye et al. (2006),
and 11a) Gronwall et al. (2007) with < fesc >= 0.35 which is
mean escape fraction at LAE phase. The blue filled symbols rep-
resent the Ṅion of LBGs derived from 1b) Steidel et al. (1999),
2b) Yoshida et al. (2006), 3b) Iwata et al. (2003), 4b) Bouwens
et al. (2006), 5b) Ouchi et al. (2004), 6b) Sawicki & Thompson
(2006), and 7b) Gabasch et al. (2004) with < fesc >= 0.18 which
is mean escape fraction at LBG phase. The horizontal and ver-
tical error-bars are arisen from the uncertainty of observations
and the variation of escape fractions (LAE : fesc = 0.22 − 0.47,
LBG : fesc = 0.17− 0.19), respectively. A solid line and a dotted
line indicate the emission rate required to ionize the IGM with
C = 30 and C = 1, respectively (Madau et al. 1999). A dashed
line represents the emission rate evaluated by the QSO luminosity
function.

from not only LBGs but also LAEs are not enough to ion-
ize the IGM at z >∼ 6. Most of photons that ionize the uni-
verse may come from undetected faint LAEs and LBGs or
other sources. Recently, Choudhury & Ferrara (2007) stud-
ied the cosmic reionization history to account for a number
of observational data, and pointed out that low-mass galax-
ies hosting Pop III stars can be predominant ionizing sources
of the IGM at high-z. Our results advocate their model. In
the present analysis, all Lyman α photons are assumed to
escape. Hence, the contribution of LAEs may be underesti-
mated. In the future work, we intend to include Lyman α
line transfer to compare the numerical results more precisely
with the observations.

5 SUMMARY

We have performed three-dimensional radiation transfer cal-
culations, based on a high-resolution hydrodynamic simula-
tion of a supernova-dominated primordial galaxy, to obtain
the ionization structure and explore the escape fractions of
ionizing photons from LAEs and LBGs at high redshifts.
The effect of dust extinction is incorporated according to
the chemical enrichment, taking the size distributions of
dust into account. As a result, we find that dust extinc-
tion reduces the escape fractions by a factor of 1.5 − 8.5
in the LAE phase and by a factor of 2.5 − 11 in the LBG

c© 2008 RAS, MNRAS 000, 1–8
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• Choi & KN ’09 cosmo SPH 
sims -- w/ realistic feedback 
models, calibrated against 
galaxy obs. 

• Decreasing fesc as a func 
of Mhalo --- roughly 
consistent with Razoumov
+’09;  inconsistent with 
Gnedin+’09 & Wise & Cen ’09 

• fesc decreases with decreasing 
redshift (??)

• fesc decreases as the effect of 
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Unified Picture of fesc,ion?

•fesc,ion may have a peak at around 109 Msun

6 Razoumov & Sommer-Larsen

Fig. 3.— Angular averaged escape fraction as a function of the
host halo mass (top) and the SF rate (center). Bottom: escape
fractions in the log(SFrate) − log(Mhalo) plane, with the radius
of each circle proportional to f0.5

esc . The insert box in the bottom
panel shows fesc = 10−2, 10−1, and 1. Color in all three panels
represents redshift with the rainbow palette, from z = 10.4 (violet)
to z = 4.4 (red).

at z <∼ 5 (Fig. 6).
Observations of UV-selected star-forming galaxies at

z ∼ 2 point to metallicities in the range 0.1-0.5 dex below
solar (Erb et al. 2006). If star formation peaks at z ∼
2 − 3, metallicities should be substantially lower in the
interval z ∼ 10.4 − 4.4 we study here. All models in our
set feature a gradual metal enrichment such that most
of the massive galaxies have [O/H] ∼ 0.1 − 0.5 at z = 2
(Fig. 6). Since the no-sublimation models put an upper
limit on dust absorption (Fig. 5), we conclude that its
effect is unlikely to significantly impact the output of
ionizing photons in z >∼ 4.4 galaxies, except for very rare,
unusually massive systems.

3.2. Resolution effects

For the numerical convergence study, we use an ad-
ditional model K33 to compare the escape fractions at
z = 5.85 obtained at standard (K33-64) and 8 times the
mass resolution (K33-512), while keeping the strength of
stellar feedback and the ionizing luminosity per unit stel-
lar mass constant. At these two resolutions, this galaxy
contains 755 star particles of mass 1.42 × 105 M!, and
8447 star particles of mass 1.78 × 104 M!, respectively.

We find the Lyman-limit fesc = (0.142, 0.118, 0.101)
for K33-64, and (0.215, 0.173, 0.143) for K33-512, at
r = (0.5, 1, 2) × rvir, respectively (Fig. 7). The star
formation rate in the higher resolution model is slightly
larger, 4.4 M! yr−1 vs. 3.2 M! yr−1, which could ex-
plain the observed difference in fesc, since the two quan-
tities should be coupled (Wise & Cen 2008). In addition,
we see the increased porosity of the ISM in the higher res-
olution model, with more transparent channels between
dense clumps through which radiation can escape. To be
conservative, the escape fractions presented in this work
should probably be considered as lower limits.

4. DISCUSSION AND CONCLUSIONS

We have coupled high-resolution galaxy formation
models with point-source radiative transfer to compute
the escape fractions of LyC photons from galaxies at
z = 10.4, 8.2, 6.7, 5.7, 5.0, and 4.4. We confirm very
large escape fractions of near unity at z ∼ 8 − 10 found
by Wise & Cen (2008) in dwarf 108 − 1010 M! galaxies,
conducive to efficient stellar reionization. The difference
between this result and much lower escape fractions in
Mhalo >∼ 8 × 109 M! galaxies with similar SF rates at
z = 3 − 4 (Gnedin et al. 2008) reflects the model differ-
ences between reionization-epoch star-forming galaxies
and lower-redshift dwarf galaxies with a relatively low SF
efficiency. There are several physical factors that could
account for very different SF efficiencies in z ∼ 6 − 10
galaxies. These systems are likely to have very low metal-
licities for which the strength of stellar winds is greatly
reduced (Kudritzki 2002), producing less local disrup-
tion in star-forming clouds, and leading to higher SF ef-
ficiency. Lower metallicities correspond to less efficient
cooling; however, this effect can be offset by the fact that
– at a fixed halo mass – higher redshift galaxies are more
compact resulting in more efficient cooling. In addition,
there are theoretical expectations of a more top-heavy
IMF at high redshifts (Abel et al. 2002; Bromm et al.
2002; Padoan & Nordlund 2002). A larger fraction of
massive stars is likely to yield more efficient feedback on
galactic scales, producing a larger number of transparent
channels in the ISM through which ionizing radiation can
escape the galaxy.

We did not compute the effect of ionizing radiation on
the hydrodynamical flow which is instead shaped by the
thermal feedback energy. Would our results change if
we used a coupled radiation-hydrodynamics approach?
Ionizing radiation heats up the gas which can then ex-
pand and leave the star-forming region. Gnedin et al.
(2008) found overall that coupling of radiative transfer
and hydrodynamics does not produce a large change in
fesc. For the dwarf galaxies considered by Wise & Cen
(2008), they reported fast variations of fesc by up to an
order of magnitude on the timescale of a few Myrs which
is the dynamical timescale of a star-forming molecular

4 Yajima et al.
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Figure 9. UV escape fraction versus halo mass plotted for varying values of (a) turbulent energy, (b) spin parameter, and (c) baryon mass fraction.
(A color version of this figure is available in the online journal.)

star formation and any of its time variations. As seen in Figure 6
the variations in SFR correspond to variations in fesc on similar
timescales, on order of a dynamical timescale of a molecular
cloud, ∼ 1–3 Myr. In halos 2 and 4, a constant SFR exists for
30 Myr in the top-heavy IMF case. The cumulative luminosity
from this stellar cluster gradually ionizes the IGM and photoe-
vaporates most clumpy material. Eventually the escape fraction
approaches unity after ∼10 Myr of irradiation.

As with the idealized halos, the escape fraction is depen-
dent on the previous star formation history, which can photo-
evaporate dense, clumpy material in the halo. Imagine two
equal-mass stellar clusters, forming in the same neighborhood.
The one that forms first will pre-ionize the ISM in some fraction
of solid angle, allowing the radiation from the second cluster to
escape into the IGM more easily and further raising the escape
fraction.

We compare fesc from cosmological halos with their idealized
counterparts in Figures 7 and 8 with respect to virial mass and
maximum SFR, respectively. The halos that host a top-heavy
IMF have escape fractions within the scatter of the idealized
halo, even though adjacent filamentary structures can absorb
most of the radiation in their line of sight. Their fesc values
range from 0.4 to 0.8. We also find that fesc at half and twice
the virial radius are within 10% of the value at rvir, similar to
GKC08, because the nearby clumps and adjacent filaments do
not contribute a significant solid angle for absorption.

A normal IMF lowers the escape fraction by ∆(fesc) = 0.05–
0.4. It is interesting that fesc is approximately 0.4 with a normal
IMF over 2 orders of magnitude in halo mass and maximum
SFR, starting with Mvir = 107.5 M". Halos below this mass
threshold (i.e. efficient atomic cooling) are affected considerably
by a normal IMF, where fesc drops by a factor of a few to values
of 0.05–0.1.

3.2.4. Anisotropic H ii Regions

In our radiation hydrodynamics simulations, radiative feed-
back greatly affects the gas dynamics inside the halos. Any UV
radiation will first escape from the halo in the direction with the
least H i column density. This creates anisotropic H ii regions
with the radiation preferentially escaping through these chan-
nels. Any adjacent filamentary structure provides the halo with

a cold, dense flow (Nagai et al. 2003; Kereš et al. 2005; Dekel
& Birnboim 2006; Wise & Abel 2007a), and cold and clumpy
ISM are the major components in absorbing outgoing radiation.

We create full-sky maps of total and H i column density
and mass-averaged neutral fractions of the cosmological halos
with a top-heavy IMF 50 Myr after the initial starburst in
Figure 10. These maps are created by casting adaptive rays
(Abel & Wandelt 2002) from the center of mass of the halo to
the virial radius. Each ray tracks the total and neutral column
density along its path. We then reconstruct a full-sky map of
these quantities using the spatial information contained in the
HEALPix formalism. The ionized regions (blue) match well
with the areas with the lowest column density (black and dark
blue). The transitions from neutral to ionized in these maps
are abrupt, depicting how any neutral blobs can completely
absorb the radiation in its solid angle. However, in the solid
angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape
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by a normal IMF, where fesc drops by a factor of a few to values
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and mass-averaged neutral fractions of the cosmological halos
with a top-heavy IMF 50 Myr after the initial starburst in
Figure 10. These maps are created by casting adaptive rays
(Abel & Wandelt 2002) from the center of mass of the halo to
the virial radius. Each ray tracks the total and neutral column
density along its path. We then reconstruct a full-sky map of
these quantities using the spatial information contained in the
HEALPix formalism. The ionized regions (blue) match well
with the areas with the lowest column density (black and dark
blue). The transitions from neutral to ionized in these maps
are abrupt, depicting how any neutral blobs can completely
absorb the radiation in its solid angle. However, in the solid
angles where the ionized fraction is close to unity, almost all of
the radiation can escape, i.e. fesc = 1 in those directions. The
simulations of RS06, RS07, and GKC08 also see the majority
of solid angles having fesc equal to either unity or zero.

At t = 50 Myr, halos 1 and 3 are in a quiescent state, and
the previously ionized ISM and IGM is recombining. The relic
H ii regions are still visible in the full-sky maps. Here the
transitions from ionized and neutral regions are gradual because
of the longer recombination times in diffuse gas. Halos 2 and 4
have been almost completely ionized at the end of a starburst.
Notice the cometary tails created by photoionization of a clumpy
medium (e.g., Susa & Umemura 2006; Whalen et al. 2008) at
the northern section in halo 2 and the middle-bottom region
in halo 4. In the former case, the neutral shadow, pointing
southwest, of the small overdensities is clear in the neutral
fraction map. In halos 5–10, stellar radiation escapes through a
large fraction (> 25%) of solid angle, which correspond to the
path of least neutral column density.

3.2.5. Comparison to Previous Work

Clearly these escape fractions contradict the results from
GKC08, where their lowest mass halos with Mvir ∼ 1010 M"
have fesc = 10−5–10−2 at z = 3–5. From the examples
given there, the stars are born within a galactic disk, unlike
our simulations, which could be causing their smaller escape



Effect of local stellar radiation 
on DLA cross section

2

3

log Mhalo [Msun]
9 10

4 Yajima et al.

-1

0

1

2

3

8.5 9 10 11 12

Log Mtot

L
o
g
 
D

z=3

z=6

z=5

z=6

z=3
z=5

Figure 3. Cross section of dumped Ly-α systems in standard-UV background model Open triangles and filled triangles show median
values in non-stellar radiation models and stellar radiation models with mass bins of 0.5 dex.

c© 2008 RAS, MNRAS 000, 1–12

11 12

0

-1

1

lo
g 
σ D

LA
 [

kp
c2 ]

 

10 Yajima et al.

Log NHI

L
o
g
 
f
(
N
)

no-RT
RT

UVB-standard

z=3

-24

-23

-22

-21

-20

20 20.5 21 21.5 22

half-UVB

non-UVB optically-thick
UVB

Figure 9. Column density distribution in dumped Lyman alpha system range.

c© 2008 RAS, MNRAS 000, 1–12

10 Yajima et al.

Log NHI
L
o
g
 
f
(
N
)

no-RT
RT

UVB-standard

z=3

-24

-23

-22

-21

-20

20 20.5 21 21.5 22

half-UVB

non-UVB optically-thick
UVB

Figure 9. Column density distribution in dumped Lyman alpha system range.

c© 2008 RAS, MNRAS 000, 1–12

10 Yajima et al.

Log NHI
L
o
g
 
f
(
N
)

no-RT
RT

UVB-standard

z=3

-24

-23

-22

-21

-20

20 20.5 21 21.5 22

half-UVB

non-UVB optically-thick
UVB

Figure 9. Column density distribution in dumped Lyman alpha system range.

c© 2008 RAS, MNRAS 000, 1–12

log NHI
lo

g 
f(N

H
I)

Yajima, Choi, KN ’09 (in prep)

Not so much effect on f(NHI)



Conclusions

• UVB was probably sinking in too much into the gas due 
to opt. thin approx --> effect of UBV quite strong.

• Local stellar radiation decreases the DLA cross section 
and f(NHI), but the effect is not so strong.

• Current results on fesc from diff sims varies a lot. 

• Proposal of the unified picture of fesc,ion

• Future work: LAE & reionization modeling need to take 
all of the above (scatter & mass dependence of fesc, dust) 
into account. 


