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2Outline

SN progenitor overview

Fate of 8-10 solar-mass stars

Hybrid C-O-Ne white dwarfs and failed massive stars

Massive stars and CCSNe

Open questions and future direction
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Images courtesy of Hubble and Chandra
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Fig. 1. The current classification scheme of supernovae. Type Ia SNe are associated
with the thermonuclear explosion of accreting white dwarfs. Other SN types are as-
sociated with the core collapse of massive stars. Some type Ib/c and IIn SNe with
explosion energies E > 1052 erg are often called hypernovae.

Only in recent years have late time observations contributed to differentiating
various subtypes.

The first two main classes of SNe were identified [88] on the basis of the
presence or absence of hydrogen lines in their spectra: SNe of type I (SNI) did
not show H lines, while those with the obvious presence of H lines were called
type II (SNII). Type I SNe were also characterized by a deep absorption at 6150
Å which was not present in the spectra of some objects, therefore considered
peculiar [16,17]. In 1965, Zwicky [143] introduced a schema of five classes but
in recent years the scarcely populated types III, IV and V have been generally
included among type II SNe.

In the mid-1980s, evidence began to accumulate that the peculiar SNI formed
a class physically distinct from the others. The objects of the new class, charac-
terized by the presence of HeI [58,63], were called type Ib (SNIb), and “classical”
SNI were renamed as type Ia (SNIa). The new class further branched into another
variety, SNIc, based on the absence of He I lines. Whether these are physically
distinct types of objects has been long debated [62,135]. In several contexts they
are referred to as SNIb/c.

Turraro et al. (2003)

Observational Classification
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4Link to stellar evolution

image updated by H. Möller

image credit: Magnus Vilhelm Persson

Massive star

AGB star

super-AGB star
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5Super-AGB stars: EC-SN progenitors?

AGB Mass loss:
Mass loss > core growth → ONe white dwarf
Mass loss < core growth → Oxygen deflagration → EC-SN

Miyaji+ (1980); Nomoto (1984, 1987); Miyaji & Nomoto (1987); 
Ritossa+ (1999); Poelarends+ (2008); Takahashi+ (2013)
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Fig. 11.— Profiles of temperature, density and electron mole fraction during the O+Ne

deflagration phase are shown as a function of both mass and radius coordinates. These
profiles are taken at 1.13 × 10−2, 5.40 × 10−2, 9.92 × 10−2, 1.49 × 10−1, 2.00 × 10−1, and
2.34× 10−1 sec after the ignition at the center of the core.
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Fig. 12.— The critical core masses for ECSNe calculated with different settings. Different

colors show different core growth rates and different point types show different treatments
of the Coulomb correction.

Takahashi+ (2013)

Double electron captures on even-A nuclei 
produce heat

24Mg → 24Na → 24Ne        log !crit ≈ 9.6
20Ne → 20F → 20O              log !crit ≈ 9.8
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6Evolution along the TP-SAGB

8.7 Mo star from Jones, Nomoto+ (2013)

Convective boundary mixing modelled with 
exponentially decaying diffusion coefficient

(Freytag+ 1996, Herwig+ 1997)

Fate of super-AGB stars depends on 
uncertain mass-loss rates and 

uncertain convective boundary mixing 
(CBM) efficiency

see also Poelarends (2008)

f = 0.25 for shallow surface convection zones 
(Freytag+ 1996)

f = 0.008 below helium shell flash
(Werner & Herwig 2006, Denissenkov+ 2013)

f = 0.128 at bottom of convective envelope for 
3DUP in AGB stars

(Lugaro+ 2003)
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7Complex evolution of 8–12 M� stars

C

Ne

O

Si

Ne-flash

Si-flame

Ne-flame

URCA

CCSN

CCSN?
ECSN

ECSN

ONe WD ONe WD

Another path to EC-SNe: some stars with 
off-centre Ne-burning? Jones, Nomoto+ (2013)
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8CO White dwarfs ➞ SN1a

Image credit: STSCI, NASA; NASA/T. Strohmayer (GSFC)/D. Berry (Chandra).

Sub-Chandrasekhar explosions also possible; double-detonation
(Fink+2010)

Thermonuclear explosion
(explosive carbon burning)
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9Hybrid-core stars

Jones, Hirschi & Nomoto (ApJ, in press)

Mixing across the convective 
boundary chokes flame propagation 

following off-centre ignition, leading to 
the formation of hybrid-core stars

Criterion for Ne-flame propagation:

Denisenkov+ 2013

Criterion for C-flame propagation:

< 0

C flame:

Ne flame:

Neon-flame quench ➞ O-Ne-Si core ➞ EC-SN

Carbon-flame quench ➞ C-O-Ne core ➞ SN1ax?

But what should these f-values be???

Thursday, 27 November 14
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10URCA process

High density

Low density

At critical (intermediate) density, equilibrium is 
achieved and strong neutrino cooling occurs

Key reactions:

25Mg ⟷ 25Na
23Na ⟷ 23Ne

Thursday, 27 November 14



NuGrid
(n,γ)

(p,γ)
(p,n)

(n,p)
(p,α)

(n,α)

(γ,n)

(γ,p)
(γ,α)

(α,p)

(α,n)
(α,γ)

11Weak reaction rates for URCA pairs

Rates from Oda+ (1994) with interpolation Rates from Toki, Suzuki, Nomoto, Jones+ (2013) with interpolation

Denissenkov, Jones+ (2014, in press)

Jones, Hirschi & Nomoto+ (ApJ, in press)

CO WD ➞ SN1a

FMS ➞ ECSN
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12O-deflagration pre-ECSN

F. K. Röpke et al.: Type Ia supernova diversity in three-dimensional models 207
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Fig. 1. Time evolution of the burning front for model 2_2_X.

corresponding to a central grid resolution of 106 cm. In each di-
rection the grid length in the outer 35 zones was increased sub-
sequently by a factor of 1.15. As was pointed out by Reinecke
et al. (2002c) the chosen resolution still guarantees numerical
convergence in the explosion characteristics (possibly with the
exception of the latest stages of the burning where intermedi-
ate mass elements are produced). This convergence was demon-
strated there only for two-dimensional simulations. However,
since the convergence is not a result of resolving turbulence ef-
fects on all relevant scales (which will never be possible) but
rather results from an interplay of the resolved scales with the
subgrid-scale turbulence model, it is justified to assume a simi-
lar behavior in three-dimensional models.

With the chosen resolution it is not possible to set up rea-
sonable multi-point ignition scenarios, as only a very small
number of seed-bubbles could be resolved. This is a drawback
because Reinecke et al. (2002b) showed that such models give
rise to more vigorous explosions. We restrict our simulations to
the centrally ignited c3_3d_256 model of Reinecke et al. (2002c)
in which the spherical initial flame geometry is perturbed with
three toroidal rings (see the upper left panel of Fig. 1). Note that
we initially incinerate the same volume in all models, which does
not correspond to the same mass for different central densities.
This ensures the same initial numerical resolution of the flame
front.

For the construction of a WD near the Chandrasekhar mass
we follow the procedure described by Reinecke (2001). We as-
sume a cold isothermal WD of a temperature T0 = 5 × 105 K.
With the chosen values for the carbon mass fraction of the

material and the central density we integrate the equations of
hydrostatic equilibrium using the equation of state described
in Sect. 2.1. Depending on the central densities and composi-
tions, the masses of the resulting WDs vary slightly: for ρc =
1.0 × 109 g cm−3 and ρc = 2.6 × 109 g cm−3 the WD masses
amount to 1.367 M# and 1.403 M#, respectively. As tested by
Reinecke (2001), the construction procedure guarantees stabil-
ity of the WD over a time longer than simulated.

The [ntrace]3 tracer particles are distributed in an ntrace×ntrace×
ntrace equidistant grid in the integrated mass M0(r), the azimuthal
angle φ, and cos θ, so that each particle represents the same
amount of mass. In order to improve the tracer particle statis-
tics, a random offset to the coordinates was applied. This offset
was chosen small enough to keep the tracer particles in their in-
dividual mass cells. The values of the density, the temperature
and the internal energy at the tracer particle’s location and its
coordinates were recorded every ∼1 ms. This allows for an ac-
curate reconstruction of the trajectories as well as the final ve-
locities and the thermodynamical data. In the models presented
in the following we set ntrace = 27. To test the representation of
the model in the tracer particles in cases of low central densities,
this number was increased to 35 in test calculations, as will be
discussed below.

5. Explosion models

The explosion simulation for model 2_2_X (the metallicity does
not affect the explosion dynamics in our implementation) at four
different times is illustrated in Fig. 1. The isosurface indicating

Carbon deflagration (Röpke+ 2006)
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Fig. 11.— Profiles of temperature, density and electron mole fraction during the O+Ne

deflagration phase are shown as a function of both mass and radius coordinates. These
profiles are taken at 1.13 × 10−2, 5.40 × 10−2, 9.92 × 10−2, 1.49 × 10−1, 2.00 × 10−1, and
2.34× 10−1 sec after the ignition at the center of the core.
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Fig. 12.— The critical core masses for ECSNe calculated with different settings. Different

colors show different core growth rates and different point types show different treatments
of the Coulomb correction.

Do hydrodynamic instabilities play a role during 
deflagration?

 What is the impact of nuclear reactions involving 
neutron-rich nuclei at high densities?

(H. Möller’s talk at 15:30)

Does O-deflagration necessarily result in collapse?

Takahashi+ (2013)
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13Massive stars: CCSNe
The Astrophysical Journal, 757:69 (10pp), 2012 September 20 Ugliano et al.

Figure 5. Explosion and remnant properties resulting from our parameterized 1D neutrino-driven SN simulations: explosion energy (top left), time of the onset of the
explosion (top right), baryonic mass of the compact remnant (middle left), total release of gravitational binding energy by the compact remnant in neutrinos (middle
right), and ejected 56Ni mass (bottom left) as functions of stellar birth (ZAMS) mass. The bottom right panel shows the compact remnant mass vs. the enclosed mass
at the base of the oxygen-burning shell of the progenitor, where the stars possess an entropy jump of varying size. The green histogram bar indicates the 19.8 M!
calibration model (see the text). While vertical ticks in some panels mark masses where computed models did not explode, gray histogram bars reaching to the upper
panel edge and arrows in the bottom right panel signal the formation of a BH containing the whole mass of the progenitor at collapse. The only exception here is the
37 M! star, where the explosion expulses ∼3.2 M! while 4.5 M! of fallback give birth to a BH with 6.5 M!. Blue histogram segments indicate fallback masses, and
orange segments the uncertainties of the 56Ni ejecta masses. The latter uncertainties are associated with inaccuracies in the Ye determination of the neutrino-heated
ejecta because of our approximative treatment of neutrino transport.
(A color version of this figure is available in the online journal.)

explosion with the Prometheus version described in Section 2.
The mapping, excision of the NS core, and approximate neutrino
treatment do not cause any worrisome transients.

3.1. Explosion Properties

Explosions can develop in the case of a favorable interplay
of mass-accretion rate and neutrino luminosities (e.g., Burrows
& Goshy 1993; Janka 2001; Fernández 2012). In all successful
cases compared to failed explosions of neighboring progenitors,
the mass-accretion rate either is lower during a long postbounce
period or decreases rapidly when a composition–shell interface
arrives at the shock. Shock revival occurs when the neutrino
luminosity is still sufficiently high (and thus neutrino heating
strong enough) at this time. In a large number of successful
and unsuccessful models the decreasing mass-accretion rate
triggers shock oscillations, which indicate the proximity to
runaway conditions (Buras et al. 2006b; Murphy & Burrows
2008; Fernández 2012) and whose amplification also leads to
large-amplitude pulses of the accretion component of the driving
neutrino luminosity (see Buras et al. 2006b). In some stars the
explosion is fostered by the Si/O interface reaching the shock
relatively soon after bounce, either due to its location at a smaller

mass coordinate or because of higher mass-accretion rates at
earlier times, corresponding to a more compact Si-layer. In this
case the high accretion luminosity seems to be supportive. (More
information on the time evolution, dynamics, and the neutrino
emission of our models will be provided in a separate paper.)
In summary, the destiny of a collapsing star does not hinge on
a single parameter but depends on the overall structure of the
stellar core.

Figure 5 gives an overview of the results of our whole
model set. All displayed quantities exhibit considerable scatter
even in narrow mass windows, which is a consequence of the
nonmonotonicities of the progenitor structure. Failed explosions
with BH formation seem to be possible for progenitors below
20 M!, and successful SNe with NS formation are also found
between 20 and 40 M!. While below 15 M! all core collapses
produce NSs, the investigated progenitor set yields several
“islands” with preferred BH creation above 15 M!. A discussion
how BH formation cases correlate or do not correlate with the
density structure and characteristic quantities of the progenitor
cores can be found in Section 2.2.

The energies of the neutrino-driven explosions do not exceed
2 × 1051 erg, and 56Ni production up to 0.1–0.15 M! can
be expected. Note that our determination of nickel yields is

6

Ugliano+ (2012)

Important predictions:

Nickel mass (GCE, lightcurve)
Remnant mass (NS mass distribution)
Explosion energy
Explosive nucleosynthesis

Non-Radial Instabilities Progenitor Asphericities and in Core-Collapse Supernovae 15
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Figure 11. Comparison of the average shock radius (top left), the criticality parameter ⌧adv/⌧heat (top right), the mass in the gain region Mgain (bottom left),
and the kinetic energy contained in lateral fluid motions Ekin,✓ (bottom right) for the baseline model p0 and selected models from the pL2aX series.

radius (e.g. l ⇠ rsh/2) when runaway expansion sets in, this condi-
tion can be cast into an even simpler form,

hMa2i ⇠
CDv2

postrsh

2GM
⇠ CD�

�2, (46)

where � is the ratio of the post- and pre-shock densities. As the
turbulent velocities are related to the heating conditions, this also
implies a critical condition for the neutrino luminosity and mean
energy. Using equations (13,16, 28,40) to express the lateral kinetic
energy Ekin,✓ in terms of the neutrino heating Q̇⌫, and Q̇⌫ = ⌘heatL⌫
in terms of L⌫, E⌫, and rgain, we obtain

hMa2i =
2Ekin,✓/Mgain
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(47)
for the turbulent Mach number in terms of L⌫, E⌫, rgain, Ṁ and M.
Equation (13) allows us to eliminate the shock radius in favour of
L⌫, E⌫, rgain, M, and Ṁ:

hMa2i /
(L⌫E2

⌫ )2/3r5/3
sh

r4/3
gain M

/
(L⌫E2

⌫ )38/27r44/27
gain

Ṁ10/9 M14/9
(48)

The critical condition hMa2i ⇠ CD��2 will thus be reached for a
critical luminosity given by

L⌫E2
⌫ / C27/38

D ��27/19 Ṁ15/19 M21/19r�22/19
gain / C0.71

D �
�1.42 Ṁ0.79 M1.11r�1.16

gain .
(49)

Hence, the critical condition for runaway bubble expansion implies

that we end up with a relation for the critical luminosity with a rela-
tively similar dependence on Ṁ as in equation (19), and a somewhat
steeper dependence on M and rgain. Given the limited range of vari-
ation of M and rgain and the approximations inherent in the deriva-
tion, it seems unlikely that the shape of the critical curve alone (as
inferred from simulations) can distinguish between the two pictures
of the explosive runaway at shock revival.

The practical use of equation (46) for a quantitative estimate
of a “critical Mach number” is limited, however. The geometry of
the bubble is a major uncertainty; arguably any value of l in the
range l = rsh/3 . . . rsh is defensible. Likewise, the drag coe�cient
CD should be considered as highly uncertain: Simply applying the
subsonic drag coe�cient CD ⇠ 0.5 of a sphere at intermediate
Reynolds numbers may not be adequate, since the bubble has to
expand against a supersonic flow from which it is separated by a
detached bow shock and a subsonic region of colder, shocked ma-
terial, which has to be taken into account when computing an e↵ec-
tive drag force. Nevertheless, one should still expect the turbulent
Mach number in the post-shock region to be a critical factor in the
balance between the buoyancy and drag forces even though these
complications modify the picture quantitatively.

While admittedly based on two rather crude models for the
e↵ect of multi-D instabilities, equations (42) and (49) are very sug-
gestive: In both cases, the reduction of the critical luminosity com-
pared to the 1D case is given by a simple scaling factor (roughly re-
flecting the findings of Murphy & Burrows 2008, Hanke et al. 2012
and Couch 2013b,a). The average squared Mach number hMa2i

c� 0000 RAS, MNRAS 000, 000–000

Müller & Janka (2014); see also Couch & Ott (2013)
Non-monotonic behaviour of explosion 
properties wrt initial progenitor mass

Large-scale asymmetries in 
progenitor structure facilitate shock 

revival in (2D and 3D) CCSN 
simulations
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14Oxygen and silicon-burning in massive stars

Thielemann & Arnett (1985)

Jones, Bertolli & Johnson (in prep.)
its orientation to wander. Thus, 2D is useful in situations in which
there are physical reasons to enforce the symmetry (e.g., terrestrial
cyclonic storms), but has nevertheless been used widely in more
general applications because of computer resource limitations. The
increasing availability of computing clusters and software paral-
lelization tools is now making 3D hydrodynamic simulation more
common, andwe are starting to assess the adequacy and limitations
of earlier 2D work.

We have calculated a 2D compressible model for 2400 s of star
time. We find an average flow velocity of vc ! 2:0 ; 107 cm s"1

and a convective turnover time of tc ! 40 s, so our simulation
spans approximately 60 turnover times. The peak velocity during
the course of the simulation is#5:5 ; 107 cm s"1, corresponding
to a peak Mach number ofM # 0:163. The density fluctuations
within the convection zone reach a maximum value of !0c /h!i #
6 ; 10"2. At the convective boundaries the density fluctuations
attain a peak value of !0

b /h!i # 12 ; 10"2.
We find two significant differences between the 2D and 3D

models. First, we find a significantly decreased turbulent mixing
rate in the 2D simulation. Material entrained into the convection
zone at the boundaries is pulled into the large cyclonic flow pat-
terns in the 2D simulation, where large composition inhomogene-
ities persists for several convective turnovers. In contrast, material
entrained into the convection zone in the 3D models is homoge-
nized within a single convective turnover. This effect is illustrated

Fig. 4.—Top: Entropy profile of for 3D compressible model. Bottom: Entropy
fluctuations for 3D compressible model: the two solid lines indicate the maximum
andminimum fluctuation for a given radius over the course of two convective turn-
overs. The annotations indicate fluctuations due to low entropymaterial entrained at
the lower boundary and high entropy material entrained at the upper boundary.

Fig. 5.—Spatial distribution of the oxygen mass fraction is shown for the 3D compressible model (left) and the 2D compressible model (right). The spatial distribution is
shown in the top row, and the time averaged rms horizontal fluctuations are shown in the bottom row with the shaded region indicating extreme values of the fluctuations over
two convective turnovers.

ANELASTIC AND COMPRESSIBLE OXYGEN BURNING 695No. 1, 2007

Meakin & Arnett (2007)

Weak interactions are critical for 
determining pre-SN structure and 

explosive nucleosynthesis

Likely enhanced mass loss and eruptions 
during advanced burning stages (e.g. 

oxygen shell burning) ➞ SN impostors, 
Type IIn SNe (Smith & Arnett 2014)

Thursday, 27 November 14



NuGrid
(n,γ)

(p,γ)
(p,n)

(n,p)
(p,α)

(n,α)

(γ,n)

(γ,p)
(γ,α)

(α,p)

(α,n)
(α,γ)

15Oxygen shell burning: 25 M�

Jones, Herwig & Woodward (in prep.)
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16Oxygen shell burning: CBM in 1D

Sure enough, convective boundary mixing can 
be well approximated for O-shell burning with 
an exponentially decaying diffusion coefficient

Mixing length theory breaks 
down at the convective boundary

1-D diffusion coefficient profile 
from solving the equation above 

for D(r)

Jones, Bennett, Herwig, Hirschi & Woodward (in prep.)
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17Some good news: weak s-process

weak s-process production factors in He-core agree within 25% between 3 different 
stellar evolution codes despite several different physics assumptions

Jones+ (MNRAS submitted)

Thursday, 27 November 14
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18Open questions

What are the properties of convection and mixing at convective boundaries?
• Neon shell burning behaviour and EC-SN impact
• Hybrid C-O-Ne white dwarfs and SN1a(x) impact
• Asymmetries and coupling of mixing/burning pre-CCSN O- and Si-burning
• How does mixing behave in region of rapid electron capture?

Nuclear physics input:
• Weak reactions during O- and Si-burning in massive stars and impact on electron 

fraction at pre-SN stage
• URCA processes coupled with convection

What is the nucleosynthesis contribution of 8-10 Mo stars?
• Hydrogen-ingestion events could produce intermediate-neutron-density 

nucleosynthesis
• EC-SN yields
• Thermonuclear ONe core explosion?

Thursday, 27 November 14


