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The First M87 EHT Results: Six ApJ Letters
Paper I: The Shadow of the Supermassive Black Hole (Summary Paper)

Coordinators: G. Bower, H. Falcke & D. Psaltis

Paper II: Array and Instrumentation (Instrumentation Paper)
Coordinators: S. Doeleman, V. Fish & R. Tilanus

Paper III: Data Processing and Calibration (Calibration Paper)
Coordinators: L. Blackburn, S. Issaoun & M. Wielgus

Paper IV: Imaging of the Central Black Hole in M87 (Imaging Paper)
Coordinators: K. Akiyama, K. Bouman, A. Chael, J. Gomez & M. Johnson

Paper V: Physical Origin of the Asymmetric Ring (Theory Paper)
Coordinators: C. Gammie, Y. Mizuno, H.-Y. Pu

Paper VI: The Shadow and Mass of the Central Black Hole (Modeling Paper)
Coordinators: K. Asada, A. Broderick, J. Dexter, F. Ozel
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Create a virtual radio telescope the size of 
the earth, using the shortest wavelength	

λ = 1.3 mm (ν = 230 GHz)
D ~ 10,000 km ⇒ λ/D ~ 25 µas 



Strong GR: Black Hole Shadow

Shadow diameter:  

Non-spinning (a=0) 
 Dsh ~ 5.2 * Rg 
                                   
Spinning (a=1)                     
Dsh ~ 4.8 * Rg

Bardeen (1973) 
Luminet (1979) 
Falcke et al. (2000) 
Takahashi (2004) 
etc.

• Shadow size and shape 
encodes GR (e.g., 
Johannsen & Psaltis 2010)Disk
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The Shadow of a Black Hole

(Figure credit: Hung-Yi Pu )

Non-spinning Black Hole

~5.2 Rs

Maximumly Rotating Black Hole

~4.8 Rs

Black Holes cast shadows 
(Bardeen 1973; Falcke et al. 2000)  

with a radius that changes 
only by 4% with the spin 

(Johannsen & Psaltis 2010)i=90 deg

top view



Snapshot image of GRMHD simulation 
of Kerr BH with a=0.94 

Changing viewing angle (theta & phi) Movie: Z. Younsi

Shadow of Black Hole



Black Holes with the Largest Angular Sizes

Source
BH Mass 

(Msolar)
Distance 

(Mpc)
1 Rs 
(μas)

Sgr A* 4 x 106 0,008 10

M87
3.3 - 6.2 x 109  

6.5 x 109
16,8

3.6 - 7.3  
7.6

M104 1 x 109 10 2

Cen A 5 x 107 4 0,25



Event Horizon Telescope 2017

Credit: H. Shiokawa

50μas
EHT

 Sgr A*

M87

Credit: M. Moscibrodzka 

40μas
EHT



Calibrated data sets (before imaging)
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EHT 2017 M87 data look consistent with an asymmetric ring (“crescent”)

(April 11)

Fourier domain 



Fantastic Four: Black Hole Image Hunters

Team 3

Team 4

East Asians  
 

Korea, Japan & Taiwan 
(ASIAA, KASI, NAOJ) 

 

Leader: S. Koyama

Cross Atlantic  
 

US, Spain, Germany, Finland 
(Boston U, MPIfR, IAA, Aalto, GU)  

 

Leader: A. Marscher

Team 1

Team 2

Americas  
 

US & Chile  
(SAO, U. Arizona, U. Conception) 

 

Leader: K. Bouman & A. Chael

Global
 

US, Japan, Netherland  
(MIT, NAOJ, Hiroshima U., Radboud U.) 

 

Leader: K. Akiyama & S. Issaoun

new method  
(regularised max likelihood)

traditional method  
(CLEAN + self-cal)
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Each team blindly reconstructed images 
Goal: Assess human bias

The First EHT Images of M87
July 24, 2018
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The First EHT Images of M87 (July 24, 2018)

2nd EHT Imaging Workshop



Models with Different Morphologies but Similar Visibility Amplitudes

calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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Averaged Images
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(Paper IV)

EHT 2017 M87 reconstructed averaged images look like asymmetric rings

No significant changes are observed during the 6-day span of the 2017 EHT campaign



Theoretical Modeling Pipeline
What ingredients do we need for realistic theoretical model of BH Shadow?

1. Plasma dynamics (accretion flow & jet) around the black hole

2. Radiation process

3. BH Spacetime

4. VLBI array configuration and schedule (for EHT 2017 observation)

GRMHD simulations in arbitrary spacetimes (BHAC) ⇒ ray-traced, deconvolved 

images (BHOSS) ⇒ comparison with observations (GENA)

computational infrastructure

developed in Frankfurt



What about the parameter space?
• Black Hole spin -1 < a* < 1

• Accretion type (SANE or MAD depends on magnetic flux)

• Black Hole mass

• Accretion rate

• Radiation microphysics (thermal synchrotron, eDF: R-beta model)

• Orientation towards the observer (inclination and jet position angle)

Prior knowledge from observations

• BH mass: 6.2e9 or 3.5e9 Msun

• Inclination angle: 17 or 163 deg with jet position angle 288 deg

GRMHD

GRRT

Simulation Library 
>15 GRMHD runs

Image Library 
>60,000 images

4 GRMHD codes (BHAC, iharm, KORAL, H-AMR)  

3 GRRT codes (BHOSS, ipole, Raptor)  

SANE: Standard and Normal Evolution 
MAD: Magnetically Arrested Disk 
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Electrons colder at high 
plasma beta (disk), warmer at 
low plasma beta (jet) 



GRMHD Simulations
• Model the accretion flow (RIAF) onto a black hole 
• Torus in hydrodynamical equilibrium with poloidal B-field 
• Monitor accretion rate and evolve until quasi-steady state

Kerr black hole with a=0.94, 
SANE model

Credit: L.Weih, L. Rezzolla,  
Frankfurt BHCam team 



MAD vs SANE (GRMHD Simulations)

SANE MAD

plasma betadensity magnetisation
side 
view

top 
view

3D GRMHD simulations 
with a=0.94

RIAF model, two extreme situation



GRRT Image at 
230 GHz

• MAD, a=+0.94, Rhigh=160 
• i=163 deg 
• each frame corresponds to 

1M (~0.35 day)

(Paper V)



image library 
(Paper V)



SANE averaged GRRT images

black hole rotational 
axis

*the forward jet is pointed 
to the right in all panels

counter-clockwise clockwise

i=163 deg

bright top bright bottomuniform

outer ring

inner ring

(Paper V)



MAD averaged GRRT images
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black hole rotational 
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Why is it asymmetric?

Prograde

Prograde

Retrograde

Retrograde

More likely

(Paper V)

give each image every opportunity to fit the data. The best-fit
parameters M D F, , PAn( ) for each snapshot are found by two
pipelines independently: the THEMISpipeline using a Markov
chain Monte Carlo method (A. E. Broderick et al. 2019a, in
preparation), and the GENA pipeline using an evolutionary
algorithm for multidimensional minimization (Fromm et al.
2019a; C. Fromm et al. 2019b, in preparation; see also
Section 4 of Paper VI for details). The best-fit parameters
contain information about the source and we use the
distribution of best-fit parameters to test the model by asking
whether or not they are consistent with existing measurements
of M/D and estimates of the jet PA on larger scales.

The 2cn comparison alone does not provide a sharp test of the
models. Fluctuations in the underlying GRMHD model, com-
bined with the high signal-to-noise ratio for EHT2017 data, imply
that individual snapshots are highly unlikely to provide a formally
acceptable fit with 12cn � . This is borne out in practice with the
minimum 1.792c =n over the entire set of the more than 60,000
individual images in the Image Library. Nevertheless, it is
possible to test if the 2cn from the fit to the data is consistent with
the underlying model, using “Average Image Scoring” with
THEMIS(THEMIS-AIS), as described in detail in Appendix F of
Paper VI). THEMIS-AIS measures a 2cn distance (on the space of
visibility amplitudes and closure phases) between a trial image
and the data. In practice we use the average of the images from a
given model as the trial image (hence THEMIS-AIS), but other
choices are possible. We compute the 2cn distance between the
trial image and synthetic data produced from each snapshot. The
model can then be tested by asking whether the data’s 2cn is likely
to have been drawn from the model’s distribution of 2cn . In

particular, we can assign a probability p that the data is drawn
from a specific model’s distribution.
In this Letter we focus on comparisons with a single data set,

the 2017 April 6 high-band data (Paper III). The eight
EHT2017 data sets, spanning four days with two bands on
each day, are highly correlated. Assessing what correlation is
expected in the models is a complicated task that we defer to
later publications. The 2017 April 6 data set has the largest
number of scans, 284 detections in 25 scans (see Paper III) and
is therefore expected to be the most constraining.116

5. Model Constraints: EHT2017 Alone

The resolved ring-like structure obtained from the EHT2017
data provides an estimate ofM/D (discussed in detail in Paper VI)
and the jet PA from the immediate environment of the central
black hole. As a first test of the models we can ask whether or not
these are consistent with what is known from other mass
measurements and from the orientation of the large-scale jet.
Figure 7 shows the distributions of best-fit values ofM/D for

a subset of the models for which spectra and jet power
estimates are available (see below). The three lines show the
M/D distribution for all snapshots (dotted lines), the best-fit
10% of snapshots (dashed lines), and the best-fit 1% of
snapshots (solid lines) within each model. Evidently, as better
fits are required, the distribution narrows and peaks close to
M D 3.6 asm~ with a width of about 0.5 asm .
The distribution of M/D for the best-fit 10%< of snapshots

is qualitatively similar if we include only MAD or SANE
models, only models produced by individual codes (BHAC,

Figure 5. Illustration of the effect of black hole and disk angular momentum on ring asymmetry. The asymmetry is produced primarily by Doppler beaming: the bright
region corresponds to the approaching side. In GRMHD models that fit the data comparatively well, the asymmetry arises in emission generated in the funnel wall.
The sense of rotation of both the jet and funnel wall are controlled by the black hole spin. If the black hole spin axis is aligned with the large-scale jet, which points to
the right, then the asymmetry implies that the black hole spin is pointing away from Earth (rotation of the black hole is clockwise as viewed from Earth). The blue
ribbon arrow shows the sense of disk rotation, and the black ribbon arrow shows black hole spin. Inclination i is defined as the angle between the disk angular
momentum vector and the line of sight.

116 Paper I and Paper IV focus instead on the April 11 data set.
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i=163º

i=17º

i=163º

i=17º

Emitting plasma is always 
co-rotated with BH

obs



Where do mm photons originate?

to observer 
(163 deg)

ISCO

locus of photon 
orbits

MAD, a=0.94

SANE, a=0.94
concentrated on 

funnel wall
concentrated on 

disk



Fitting GRRT images to EHT data
• Fourier transformed synthetic images (visibility data) and fit to observed data 

• Re-scale flux, stretch (M/D), and rotate image (P.A.) (allowed when optically thin) 

Input Snapshot Single Snapshot Model
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Two independent codes: MCMC (Themis) & evolutionary algorithm (GENA) 

(Paper VI)



Fitting GRRT images to EHT data
visibility 

amplitude 
(VA)

Closure 
phase (CP)

GRMHD image 
(left) & 

convolved 
image (right) (Paper V)

GENA fitting procedure  
(a single GRMHD simulation)



OBSERVATIONS THEORETICAL MODEL



Best Fitting Images

• Degeneracies are present 
in the physical conditions 
and scenarios.  

• Good and bad: robustness 
conclusions (EHT observed 
image is BH shadow) and 
more accurate observations 
to determine black-hole 
spin.



Distribution of Best-Fit Black Hole Angular Size
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• Distribu=on	of	M/D	from	fiBng	Image	Library	snapshots	to	2017	April	6th	EHT	data	

• Results	by	Themis	&	GENA	pipelines	are	qualita=vely	similar	

• The	distribu=on	peaks	close	to	M/D	~	3.6	𝜇as	with	a	width	of	~0.5	𝜇as	
• The	models	are	broadly	consistent	with	stellar	mass	es=mate 
• M	=	6.5	x	109	Msun	(using		D	=	16.8	Mpc)



Distribution of Model Best-Fit Position Angle
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	BH spin vector pointing away from Earth 

	BH spin vector pointing toward Earth 

• Large scale jet orientation lies on the 
shoulder of the spin-away models 
(⟨PA⟩	∼ 200 deg,	𝜎PA	∼ 55 deg) 

• Large scale jet orientation lies off the 
shoulder of the spin-toward models  

• BH spin-away models are strongly 
favored  

• Width of distributions arises from 
brightness fluctuations in the ring



Other Constraint

Apply three additional constraints: 

1. Close to radiative equilibrium 
• Radiative efficiency < classical thin disk model radiative efficiency 
  

2. Must not overproduce X-rays (in SED) 
• 2-10 keV luminosity: Lx= 4.4 ± 0.1 x 1040 erg/s (NuSTAR & Chandra obs.) 

3. Must produce jet power > minimal jet power = 1042 erg/sec



Results: SANE model

a/Rhigh 1 10 20 40 80 160

-0.94 -+++ ++++ ++++ ++++ ++++ -+++
-0.5 ++— ++— +++- +++- -++- ++-+

0 +++- +++- ++— +++- ++— ++—
0.5 +++- +++- +++- +++- +++- +++-

0.94 +-+- +-+- +++- +++- ++++ ++++

Constraint: data fitting, radiative efficiency, X-ray, jet power



Results: MAD model

a/Rhigh 1 10 20 40 80 160

-0.94 —++ -+++ -+++ -+++ -+++ -+++
-0.5 +-+- +++- ++++ ++++ ++++ ++++

0 +-+- +++- +++- +++- +++- +++-
0.5 +-+- ++++ ++++ ++++ ++++ ++++

0.94 +—+ +-++ ++++ ++++ ++++ ++++

Constraint: data fitting, radiative efficiency, X-ray, jet power



Which Gravitational Theory?
• VLBI observation of EHT has provided the first images of the BH shadow 

in M87* and will be soon provide it in our galactic centre, Sgr A*. 

• If the observations are sufficiently accurate,  it will provide  

1. the evidence for the existence of an event horizon 

2. Testing the no-hair theorem in GR 

3. Testing of GR itself against a number of alternative theories of gravity. 

We investigate alternatives of Kerr black hole through realsistic theoretical 
modeling of shadow image



BH Alternatives
1. black holes within GR that include additional fields 

• e.g., electromagnetic charge, NUT charge, cosmological constant, dark matter halo, hair etc.  
  

2. black hole solutions from alternative theories of gravity or incorporating 
quantum effects  

• classical modification to GR as well as the effect of quantum gravity.  
  

3. black hole “mimickers,” i.e., exotic compact objects (with or without 
surface), both within GR or in alternative theories 

• w.o. event horizon: e.g., naked singularity, supersupinars, wormhole 
• w.o. event horizon & w.o. surface: e.g., boson star 
• w.o. event horizon & w. surface: Gravastar 

Most of alternatives represent a shadow similar to a Kerr black hole 



Shadow Industry: Different Spacetime
Variety of BH 
shadow boundary 
curve in different 
theory of gravity

Younsi et al. (2016)

From BHCam review 
by Goddi et al. (2017)



Stellar Mass: 6.2 x 109 Msun  
(Gebhardt et al. 2011)

4.84-

Gas Mass: 3.5 x 109 Msun  
(Walsh et al. 2013)

Black Hole: 5.2 Rs

Naked Singularity: 1 Rs 
(superspinar)

(e.g., Bambi & Freese 2009)

Black Hole: 4.84-5.2 Rs

Worm Hole: ~2.7 Rs
(e.g., Bambi 2013)

6 Billion Solar Mass Black Hole



What we have learned from data and images?
 - Einstein’s GR has passed another test at a strong gravitational field

 - AGN and jets are powered by super massive black hole

 - The strongest evidence for the presence of black holes

 - The M87 Black hole is likely spinning (from GRMHD fits + constraints)

 - The stellar dynamical mass is correct (6.5 billion masses)

 - Testing BH alternatives are important topic for next EHT 



Testing BH Alternatives
Realistic shadow imaging (GRMHD 
simulation of accretion flows onto 
central object+GRRT imaging) for BH 
alternatives

• Dilaton BH (alternative theories of gravity), 
Mizuno et al. (2018)  

• Boson Star (w.o. event horizon & surface), 
Olivares et al. (2019)  

• Gravastar (w.o. event horizon, w. surface), 
Olivares et al. (2019 in prep)

Kerr BH  
(a=0.6)

Kerr BH 
(a=0.9375)

Dilation BH 
(b=0.5)

Boson star 

GRRT EHT 24h EHT+space 24h

Considered Future EHT array 
(including 345GHz & space-VLBI) 

(Fromm et al. 2019 in prep.)
@230GHz, i=60 deg, 

for Sgr A*



Testing BH Alternatives
Realistic shadow imaging (GRMHD 
simulation of accretion flows onto 
central object+GRRT imaging) for BH 
alternatives

• Dilaton BH (alternative theories of gravity), 
Mizuno et al. (2018)  

• Boson Star (w.o. event horizon & surface), 
Olivares et al. (2019)  

• Gravastar (w.o. event horizon, w. surface), 
Olivares et al. (2019 in prep)



Weather forecast

100 μas 100 μas 100 μas

GRRMHD Model EHT 2018 EHT 2020

（a） （b） （c） （d）
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Jet axial distance (de-projected): z (rg)

(Area) Force-free parabolic jet solution
φ~40 (MAD), Spin = +0.9
φ~4 (SANE), Spin = +0.9

EHT Collaboration, ALMA Cycle 7 M87 Proposal
(Chael et al. 2019) (RML Reconstruction with SMILI)



Concluding Remarks

NO, NO, Sgr A*, WE STILL LOVE YOU, TOO



Thank you for listening

2018 EHT collaboration meeting



Back Up Slide



EHT related slide



Short wavelength VLBI
Angular Resolution: 

λ/D (cm) ~ 0.5 mas 
λ/D (1.3mm) ~ 30 μas 
λ/D (0.8mm) ~ 20 μas 

ISM scatter (Sgr A*): 

Θscat ~ λ2 

BH Shadow size: 

Sgr A*: 50 μas 
M87: 40 μas 



Strong GR: Black Hole Shadow

Shadow diameter:  

Non-spinning (a=0) 
 Dsh ~ 5.2 * Rsch 
                                   
Spinning (a=1)                     
Dsh ~ 4.8 * Rsch

Bardeen (1973) 
Luminet (1979) 
Falcke et al. (2000) 
Takahashi (2004) 
etc.

• Shadow size and shape 
encodes GR (e.g., 
Johannsen & Psaltis 2010)Disk

Black hole

Direct im
age

Direct im
age

Higher-o
rder im

age

Photographic plate

i



Shadow of Black Hole



Sgr A* vs M87
M87 Sgr	A*

Mass	(Msun) 3-6	x	109	(?) 4	x	106

Distance 16	Mpc 8.5	kpc

Luminosity 1044	erg/s 1036	erg/s

Mdot	(Medd) 10-4 10-8

BH	Spin	Axis Gal	disk? 10-25	deg	los

@	the	BH? Maybe Yes

B	field	@	BH 60-130	G 10-100	G

Scattered? No yes

Shadow	Size 640	AU 0.5	AU

Shadow	Angle 20-40	µas 52	µas

GM/c3 8	hrs 20	sec

ISCO	Period 4-54	days 4-54	min

Jet	Power 1042-1043	erg/s ?



Better Modeling of ISM Scatter

Johnson & Gwinn (2015)



From Sky Brightness to Visibility
1. An Interferometer measures the interference pattern produced by two apertures.  
2. The interference pattern is directly related to the source brightness. In particular, for 
small fields of view the complex visibility, V(u,v), is the 2D Fourier transform of the 
brightness on the sky, T(x,y)  

Fourier space/domain

Image space/domain

Image plane

UV plane

(van Cittert-Zernike theorem) 



Primary Target for EHT

Psaltis (2018)



Testing Theory of Gravity (experiments)

Gravitational potential

Curvature

Psaltis (2018)



M87



Global Structure of M87

Conical 
streamline 
(unconfined, 
free expansion)

Parabolic streamline 
(confined by ISM?)

Over-collimation at 
HST-1 stationary knot 
(recollimation shock?)

HST-1 region

•  The parabolic structure (z ∝ r1.7) 
maintains over 105 rs, external 
confinement is worked. 

•  The transition of streamlines 
presumably occurs beyond the 
gravitational influence of the SMBH (= 
Bondi radius) 

•  In far region, jet stream line is conical 
(z ∝ r)        

•  Stationary feature HST-1 is a 
consequence of the jet recollimation 
due to the pressure imbalance at the 
transition Asada & Nakamura 

(2012),  
Hada et al. (2013)



Regions of AGN Jet Propagation
Jet Launching Region

Jet Collimation/Acceleration Region  
(10 –100 × Launching Region)

Slow  

MS Point

Alfven Point

Fast MS Point

Modified Fast Point

Collimation 
Shock 

Kinetic Energy Flux Dominated  

with Tangled (?) Field

High speed spine

Sheath

Poynting Flux Dominated

•  Jet launching by MHD process ⇒ Poynting flux dominated jet with 
twisted magnetic field 

•  Need rapid magnetic energy dissipation to make a kinetic energy 
dominated jet

Modified from Graphic  
courtesy David Meier



Theory of Jet Formation & Acceleration

•  Relativistic jet is formed and accelerated by macroscopic 
plasma (MHD) process with helically twisted magnetic field 

•  Collimated jet is formed near the central BH and 
accelerates γ >> 1 

•  But, it has problems 
•  Most of energy remains in Poynting energy (magnetic energy) 
•  Acceleration need take longer time (slow acceleration 

efficiency) 
⇒ Rapid energy conversion (dissipation) should be 
considered

Jets

MHD	process	
(schematic	picture)

GRMHD simulations 
By BHAC code (Porth et al. 17)



Pre EHT results



Event Horizon Telescope

Early EHT 
before 2017

Credit: Hotaka Shiokawa

50μas
EHT

 Sgr A*

M87

Credit: Monika Moscibrodzka 

40μas
EHT



Early EHT M87 Results: 2009 and 2012 observations

(Doeleman et al. 2012; Akiyama et al. 2015)

5.5 Rs

EHT 2009/2012

(Akiyama et al. 2015)



EHT Imaging



Fourier	Domain 
(Visibility)

How the EHT works?

(Images: Akiyama et al. 2015; Movie: L. Vertatschitsch)

Image Sampling	Process	
(Projected	Baseline	=	Spa;al	Frequency)

Spa=al	Frequency	=	Baseline	Length  
				Longer	Baselines	trace	more	compact	structure



Earth Rotation Synthesis

Credit: Daniel Palumbo

EHT 2017 observation of M87



Event Horizon Telescope 2017 Observations

Three Data Processing Pipelines: HOPS (Blackburn+19), CASA (Janssen+19), AIPS

(Paper III)

The array has a nominal angular resolution of λ/L, where λ is the
observing wavelength and L is the maximum projected baseline
length between telescopes in the array (Thompson et al. 2017). In
this way, VLBI creates a virtual telescope that spans nearly the
full diameter of the Earth.

To measure interferometric visibilities, the widely separated
telescopes simultaneously sample and coherently record the
radiation field from the source. Synchronization using the
Global Positioning System typically achieves temporal align-
ment of these recordings within tens of nanoseconds. Each
station is equipped with a hydrogen maser frequency standard.
With the atmospheric conditions during our observations the
coherent integration time was typically 10 s (see Figure 2 in
Paper II). Use of hydrogen maser frequency standards at all
EHT sites ensures coherence across the array over this
timescale. After observations, recordings are staged at a central
location, aligned in time, and signals from each telescope-pair
are cross-correlated.

While VLBI is well established at centimeter and millimeter
wavelengths (Boccardi et al. 2017; Thompson et al. 2017) and
can be used to study the immediate environments of black holes
(Krichbaum et al. 1993; Doeleman et al. 2001), the extension of
VLBI to a wavelength of 1.3 mm has required long-term
technical developments. Challenges at shorter wavelengths
include increased noise in radio receiver electronics, higher
atmospheric opacity, increased phase fluctuations caused by
atmospheric turbulence, and decreased efficiency and size of
radio telescopes in the millimeter and submillimeter observing
bands. Started in 2009 (Doeleman et al. 2009a), the EHT began
a program to address these challenges by increasing array
sensitivity. Development and deployment of broadband VLBI
systems (Whitney et al. 2013; Vertatschitsch et al. 2015) led to
data recording rates that now exceed those of typical cm-VLBI
arrays by more than an order of magnitude. Parallel efforts to
support infrastructure upgrades at additional VLBI sites,
including the Atacama Large Millimeter/submillimeter Array
(ALMA; Matthews et al. 2018; Goddi et al. 2019) and the
Atacama Pathfinder Experiment telescope (APEX) in Chile
(Wagner et al. 2015), the Large Millimeter Telescope Alfonso
Serrano (LMT) in Mexico (Ortiz-León et al. 2016), the IRAM
30m telescope on Pico Veleta (PV) in Spain (Greve et al. 1995),
the Submillimeter Telescope Observatory in Arizona (SMT;
Baars et al. 1999), the James Clerk Maxwell Telescope (JCMT)
and the Submillimeter Array (SMA) in Hawai’i (Doeleman et al.
2008; Primiani et al. 2016; Young et al. 2016), and the South
Pole Telescope (SPT) in Antarctica (Kim et al. 2018a), extended
the range of EHT baselines and coverage, and the overall
collecting area of the array. These developments increased the
sensitivity of the EHT by a factor of ∼30 over early experiments
that confirmed horizon-scale structures in M87* and Sgr A*

(Doeleman et al. 2008, 2012; Akiyama et al. 2015; Johnson et al.
2015; Fish et al. 2016; Lu et al. 2018).

For the observations at a wavelength of 1.3 mm presented
here, the EHT collaboration fielded a global VLBI array of
eight stations over six geographical locations. Baseline lengths
ranged from 160 m to 10,700 km toward M87*, resulting in an
array with a theoretical diffraction-limit resolution of ∼25 μas
(see Figures 1 and 2, and Paper II).

4. Observations, Correlation, and Calibration

We observed M87* on 2017 April 5, 6, 10, and 11 with the
EHT. Weather was uniformly good to excellent with nightly

median zenith atmospheric opacities at 230 GHz ranging from
0.03 to 0.28 over the different locations. The observations were
scheduled as a series of scans of three to seven minutes in
duration, with M87* scans interleaved with those on the quasar
3C 279. The number of scans obtained on M87* per night
ranged from 7 (April 10) to 25 (April 6) as a result of different
observing schedules. A description of the M87* observations,
their correlation, calibration, and validated final data products is
presented in Paper III and briefly summarized here.
At each station, the astronomical signal in both polarizations

and two adjacent 2 GHz wide frequency bands centered at
227.1 and 229.1 GHz were converted to baseband using
standard heterodyne techniques, then digitized and recorded
at atotal rate of 32 Gbps. Correlation of the data was carried
out using a software correlator (Deller et al. 2007) at the MIT
Haystack Observatory and at the Max-Planck-Institut für
Radioastronomie, each handling one of the two frequency
bands. Differences between the two independent correlators
were shown to be negligible through the exchange of a few
identical scans for cross comparison. At correlation, signals
were aligned to a common time reference using an apriori
Earth geometry and clock model.
A subsequent fringe-fitting step identified detections in

correlated signal power while phase calibrating the data for
residual delays and atmospheric effects. Using ALMA as a highly
sensitive reference station enabled critical corrections for iono-
spheric and tropospheric distortions at the other sites. Fringe
fitting was performed with three independent automated pipelines,
each tailored to the specific characteristics of the EHT
observations, such as the wide bandwidth, susceptibility to
atmospheric turbulence, and array heterogeneity (Blackburn et al.
2019; Janssen et al. 2019, Paper III). The pipelines made use of
standard software for the processing of radio-interferometric data

Figure 1. Eight stations of the EHT 2017 campaign over six geographic
locations as viewed from the equatorial plane. Solid baselines represent mutual
visibility on M87* (+ 12° declination). The dashed baselines were used for the
calibration source 3C279 (see Papers III and IV).
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Figure 12. Aggregate (u, v) coverage for M87 (top) and

3C279 (bottom) for the April 2017 observations, compara-

ble for all three pipelines. Co-located sites (ALMA/APEX

and SMA/JCMT) result in redundant baselines. The dashed

circles show baseline lengths corresponding to fringe spacings

of 25 and 50 µas.

pipeline. The coverage and data properties via the other
two pipelines are comparable. Our shortest baselines
are between co-located sites (SMA–JCMT and ALMA–
APEX). These baselines are sensitive to arcsecond-scale
structure, while our longest baselines are sensitive to
microarcsecond-scale structure. For M87, the highest
resolution (25µas) is achieved in the east-west direction
on baselines joining the Hawaii stations to PV, while for
3C 279 the highest resolution (24µas) is achieved in the

Figure 13. Correlated flux density of M87 as a function of

projected baseline length for all four days of observations,

from HOPS data that has been fully averaged. Outliers are

due to reduced performance of the LMT or the JCMT. Error

bars denote ±1� uncertainty from thermal noise.

north-south direction, on PV and SMT baselines to the
SPT.
The 2017 observations led to detections on all base-

lines for M87. A longer averaging time (up to scan du-
ration) is enabled by the atmospheric phase corrections
performed by all three pipelines. Figure 10 (top left
panel) shows the S/N as a function of projected base-
line length for M87 on April 11, for fully averaged data.
A similar distribution is also shown for 3C 279 in Fig-
ure 10 (top right panel), with around an order of mag-
nitude di↵erence due to the higher total flux density of
3C 279 compared to M87 (Table 4).
The correlated flux density for M87 on April 11 after

amplitude and network calibration is shown in Figure 10
(bottom left panel). There is a pronounced secondary
peak in the visibility amplitudes with two minima on ei-
ther side, interpreted as visibility nulls. The first of these
nulls occurs at ⇠3.4G�. It is steep on the east-west ori-
ented LMT and SMT baselines to the Hawaii stations,
and shallower on the north-south oriented ALMA and
APEX baselines to LMT at the same baseline length.
The second null in amplitude is observed at ⇠8.3G�, on
the east-west oriented PV baselines to the Hawaii sta-
tions. The correlated flux density for 3C 279 on April 11
after amplitude and network calibration is also shown in
Figure 10 (bottom right panel). The trend in the visi-
bility amplitudes is clearly di↵erent from the trend seen
in M87. 3C 279 appears to have more complex structure
on long baselines, and the structure varies with baseline
position angle.

7.3.1. Persistent Structural Features

Figure 13 shows the correlated flux density after am-
plitude and network calibration as a function of base-
line length for all four days of observations of M87 via
the HOPS pipeline. The network calibrated amplitudes



Calibrated data sets (before imaging)

April 11 after amplitude and network calibration is also shown
in Figure 10 (bottom right panel). The trend in the visibility
amplitudes is clearly different from the trend seen in M87.
3C 279 appears to have more complex structure on long
baselines, and the structure varies with baseline position angle.

7.3.1. Persistent Structural Features

Figure 13 shows the correlated flux density after amplitude
and network calibration as a function of baseline length for all
four days of observations of M87 via the HOPS pipeline. The
network-calibrated amplitudes show broad consistency over
different days, and are consistent between pipelines
(Section 8.5). The majority of notable low-amplitude outliers
across days are due to reduced efficiency of the JCMT or the
LMT on a select number of scans (caused by, e.g., telescope
pointing issues or surface instability). Although the amplitudes
of these data points are low, closure information remains stable
and is unaffected by station gain. This is shown by comparing
the erratic amplitudes on the LMT–SMT baseline in Figure 13
(cluster of points at about 1 Gλ) with the smooth trends in
closure phase for the ALMA–LMT–SMT triangle (Figure 14,
top left) and in closure amplitude for the ALMA–LMT–
APEX–SMT quadrangle (Figure 14, top right).

The secondary peak in amplitude and the location of the two
nulls are persistent for all four days. These signatures in the
visibility amplitudes suggest that the source is not changing
dramatically over several days, is compact with acharacteristic
spatial scale of 50 μas, and exhibits similar structure over
arange of baseline position angle. Long baselines with various
orientations lie in astable trend along the second peak, and
aminimum in amplitude at 3.4 Gλ is seen on both the east–
west and north–south oriented baselines.

While the overall trend may indicate acompact and nearly
circularly symmetric structure that is stable in time, amore
detailed inspection of the data set suggests the presence of a
slight anisotropy, also made evident by multiple measurements
of non-zero closure phase. This can be seen comparing the
ALMA/APEX–LMT and SMA/JCMT–LMT amplitudes in
Figure 10 (bottom left). Both baselines probe a(u, v) distance
of about 3.4 Gλ, but they have avery different, nearly
perpendicular orientation (Figure 12). Flux density measured
on the north–south oriented ALMA–LMT baseline is afew

times larger than that for the east–west oriented SMA–LMT
baseline. These properties translate to striking source features
in imaging and model fitting, presented in Papers IV and VI,
respectively.

7.3.2. Time Variability

M87 was observed on the two consecutive nights of April 5/6
and again four nights later for the two consecutive nights of
April 10/11. We observe clear indications of modest source
evolution between the two pairs of nights, and broad consistency
within each pair. The evolution can be seen particularly well in
the behavior of robust closure quantities.
Across the full set of closure quantities, some closure phases

formed by wide and open triangles (e.g., ALMA–LMT–SMA,
Figure 14, bottom left) show different closure phase trends
between the first pair of days and the second pair. Additionally,
the east–west oriented LMT–SMA–SMT triangle shows
different closure phase trends between the two pairs of days
(Figure 14, bottom center), but the equivalent triangle in the
opposite orientation, LMT–PV–SMT, shows no such trend
(Figure 14, top middle).
Strong night-to-night variability of closure phases is

associated with baselines probing (u, v) components close to
the first visibility amplitude null, where visibility phases are
particularly sensitive to small structural changes. The LMT–
Hawaiʻi baselines are particularly affected. Rapid swings of
closure phase, as large as 200° in 2 hr, are found for the LMT–
SMA–SMT triangle, but exclusively for the latter pair of nights
on April 10/11. Triangles that do not probe the 3.4 Gλ null
location indicate less variability, e.g., ALMA–LMT–SMT or
LMT–PV–SMT. Despite larger uncertainties, similar trends are
seen in log closure amplitudes (right column of Figure 14). In
particular, significant differences between the two pairs of
nights can be seen on the ALMA–LMT–APEX–SMA quad-
rangle, while the ALMA–LMT–APEX–SMT quadrangle gives
more consistent values.

8. Data Validation and Systematics

In this section, we summarize data set validation tests,
performed using diagnostic tools developed in the eat library
framework and focusing on the properties of the final network-
calibrated data products. The section is structured as follows. In
Section 8.1, we discuss internal consistency tests performed
during the fringe-fitting stage. In Section 8.2, the accuracy of
reported thermal uncertainties is tested. In Section 8.3 we
investigate the robustness of data products against decoherence
with increased coherent averaging time. Section 8.4 presents
internal consistency tests in each pipeline and provides
estimates for the magnitude of non-closing systematic errors,
which become important considerations in the error budget for
high S/N measurements. Finally, in Section 8.5, direct
comparisons between the three pipelines are given. Amore
comprehensive discussion of these automated data validation
procedures is given in atechnical memo (Wielgus et al. 2019).

8.1. Fringe Validation

During fringe detection, a number of basic tests are
performed on the data that check for data integrity, false
fringes, and the overall self-consistency of the detected

Figure 13. Correlated flux density of M87 as a function of projected baseline
length for all four days of observations, from HOPS data that has been fully
averaged. Outliers are due to reduced performance of the LMT or the JCMT.
Error bars denote ± 1σ uncertainty from thermal noise.

17

The Astrophysical Journal Letters, 875:L3 (32pp), 2019 April 10 The EHT Collaboration et al.

(Paper III)

(Greisen 2003; Whitney et al. 2004; McMullin et al. 2007, I. M.
van Bemmel et al. 2019, in preparation).

Data from the fringe-fitting pipelines were scaled from
correlation coefficients to a uniform physical flux density scale
(in Jansky) by using an independent apriori estimate of the
sensitivity of each telescope. The accuracies of the derived
station sensitivities were estimated to be 5%–10% in amplitude,
although certain uncharacterized losses (e.g., from poor
pointing or focus) can exceed the error budget. By assuming
total flux density values derived from ALMA interferometric
data (Goddi et al. 2019) and utilizing array redundancy via
network calibration (Paper III), we refined the absolute
amplitude calibration of telescopes that are colocated and have
redundant baselines, i.e., ALMA/APEX and JCMT/SMA.

The median scan-averaged signal-to-noise ratio for M87*

was > 10 on non-ALMA baselines and > 100 on baselines to
ALMA, leading to small statistical errors in visibility amplitude

and phase. Comparisons between the three independent
pipelines, the two polarizations, and the two frequency bands
enabled estimation of systematic baseline errors of around 1° in
visibility phase and 2% for visibility amplitudes. These small
limiting errors remain after fitting station sensitivities and
unknown station phases via self-calibration (Pearson & Readhead
1984) and affect interferometric closure quantities (Rogers et al.
1974; Readhead et al. 1980). Following data validation and
pipeline comparisons, a single pipeline output was designated as
the primary data set of the first EHT science data release and used
for subsequent results, while the outputs of the other two pipelines
offer supporting validation data sets.
The final calibrated complex visibilities V(u, v) correspond to

the Fourier components of the brightness distribution on the
sky at spatial frequency (u, v) determined by the projected
baseline expressed in units of the observing wavelength (van
Cittert 1934; Thompson et al. 2017). Figure 2 shows the (u, v)
coverage and calibrated visibility amplitudes of M87* for
April11. The visibility amplitudes resemble those of a thin
ring (i.e., a Bessel function J0; see Figure 10.12 in Thompson
et al. 2017). Such a ring model with diameter 46 μas has afirst
null at 3.4 Gλ, matching the minimum in observed flux density
and is consistent with a reduced flux density on the longest
Hawai’i–Spain baseline (JCMT/SMA-PV) near 8 Gλ. This
particular ring model, shown with a dashed line in the bottom
panel of Figure 2, is only illustrative and does not fit all features
in the data. First, visibility amplitudes on the shortest VLBI
baselines suggest that about half of the compact flux density
seen on the ∼2 km ALMA–APEX baseline is resolved out by
the interferometer beam (Paper IV). Second, differences in the
depth of the first minimum as a function of orientation, as well
as highly nonzero measured closure phases, indicate some
degree of asymmetry in the source (Papers III, VI). Finally, the
visibility amplitudes represent only half of the information
available to us. We will next explore images and more complex
geometrical models that can fit the measured visibility
amplitudes and phases.

5. Images and Features

We reconstructed images from the calibrated EHT visibi-
lities, which provide results that are independent of models
(Paper IV). However, there are two major challenges in
reconstructing images from EHT data. First, EHT baselines
sample a limited range of spatial frequencies, corresponding to
angular scales between 25 and 160 μas. Because the (u, v)
plane is only sparsely sampled (Figure 2), the inverse problem
is under-constrained. Second, the measured visibilities lack
absolute phase calibration and can have large amplitude
calibration uncertainties.
To address these challenges, imaging algorithms incorporate

additional assumptions and constraints that are designed to produce
images that are physically plausible (e.g., positive and compact) or
conservative (e.g., smooth), while remaining consistent with the
data. We explored two classes of algorithms for reconstructing
images from EHT data. The first class of algorithms is the
traditional CLEAN approach used in radio interferometry (e.g.,
Högbom 1974; Clark 1980). CLEAN is an inverse-modeling
approach that deconvolves the interferometer point-spread function
from the Fourier-transformed visibilities. When applying CLEAN, it
is necessary to iteratively self-calibrate the data between rounds of
imaging to solve for time-variable phase and amplitude errors in the
data. The second class of algorithms is the so-called regularized

Figure 2. Top: (u, v) coverage for M87*, aggregated over all four days of the
observations. (u, v) coordinates for each antenna pair are the source-projected
baseline length in units of the observing wavelength λ and are given for
conjugate pairs. Baselines to ALMA/APEX and to JCMT/SMA are
redundant. Dotted circular lines indicate baseline lengths corresponding to
fringe spacings of 50 and 25 μas. Bottom:final calibrated visibility amplitudes
of M87* as a function of projected baseline length on April 11. Redundant
baselines to APEX and JCMT are plotted as diamonds. Error bars correspond
to thermal (statistical) uncertainties. The Fourier transform of an azimuthally
symmetric thin ring model with diameter 46 μas is also shown with a dashed
line for comparison.
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Slowly Building Up Data

Lo-band eht-imaging on April 11
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Closure Phases: Mildly asymmetric & time-variable structure

The array has a nominal angular resolution of λ/L, where λ is the
observing wavelength and L is the maximum projected baseline
length between telescopes in the array (Thompson et al. 2017). In
this way, VLBI creates a virtual telescope that spans nearly the
full diameter of the Earth.

To measure interferometric visibilities, the widely separated
telescopes simultaneously sample and coherently record the
radiation field from the source. Synchronization using the
Global Positioning System typically achieves temporal align-
ment of these recordings within tens of nanoseconds. Each
station is equipped with a hydrogen maser frequency standard.
With the atmospheric conditions during our observations the
coherent integration time was typically 10 s (see Figure 2 in
Paper II). Use of hydrogen maser frequency standards at all
EHT sites ensures coherence across the array over this
timescale. After observations, recordings are staged at a central
location, aligned in time, and signals from each telescope-pair
are cross-correlated.

While VLBI is well established at centimeter and millimeter
wavelengths (Boccardi et al. 2017; Thompson et al. 2017) and
can be used to study the immediate environments of black holes
(Krichbaum et al. 1993; Doeleman et al. 2001), the extension of
VLBI to a wavelength of 1.3 mm has required long-term
technical developments. Challenges at shorter wavelengths
include increased noise in radio receiver electronics, higher
atmospheric opacity, increased phase fluctuations caused by
atmospheric turbulence, and decreased efficiency and size of
radio telescopes in the millimeter and submillimeter observing
bands. Started in 2009 (Doeleman et al. 2009a), the EHT began
a program to address these challenges by increasing array
sensitivity. Development and deployment of broadband VLBI
systems (Whitney et al. 2013; Vertatschitsch et al. 2015) led to
data recording rates that now exceed those of typical cm-VLBI
arrays by more than an order of magnitude. Parallel efforts to
support infrastructure upgrades at additional VLBI sites,
including the Atacama Large Millimeter/submillimeter Array
(ALMA; Matthews et al. 2018; Goddi et al. 2019) and the
Atacama Pathfinder Experiment telescope (APEX) in Chile
(Wagner et al. 2015), the Large Millimeter Telescope Alfonso
Serrano (LMT) in Mexico (Ortiz-León et al. 2016), the IRAM
30m telescope on Pico Veleta (PV) in Spain (Greve et al. 1995),
the Submillimeter Telescope Observatory in Arizona (SMT;
Baars et al. 1999), the James Clerk Maxwell Telescope (JCMT)
and the Submillimeter Array (SMA) in Hawai’i (Doeleman et al.
2008; Primiani et al. 2016; Young et al. 2016), and the South
Pole Telescope (SPT) in Antarctica (Kim et al. 2018a), extended
the range of EHT baselines and coverage, and the overall
collecting area of the array. These developments increased the
sensitivity of the EHT by a factor of ∼30 over early experiments
that confirmed horizon-scale structures in M87* and Sgr A*

(Doeleman et al. 2008, 2012; Akiyama et al. 2015; Johnson et al.
2015; Fish et al. 2016; Lu et al. 2018).

For the observations at a wavelength of 1.3 mm presented
here, the EHT collaboration fielded a global VLBI array of
eight stations over six geographical locations. Baseline lengths
ranged from 160 m to 10,700 km toward M87*, resulting in an
array with a theoretical diffraction-limit resolution of ∼25 μas
(see Figures 1 and 2, and Paper II).

4. Observations, Correlation, and Calibration

We observed M87* on 2017 April 5, 6, 10, and 11 with the
EHT. Weather was uniformly good to excellent with nightly

median zenith atmospheric opacities at 230 GHz ranging from
0.03 to 0.28 over the different locations. The observations were
scheduled as a series of scans of three to seven minutes in
duration, with M87* scans interleaved with those on the quasar
3C 279. The number of scans obtained on M87* per night
ranged from 7 (April 10) to 25 (April 6) as a result of different
observing schedules. A description of the M87* observations,
their correlation, calibration, and validated final data products is
presented in Paper III and briefly summarized here.
At each station, the astronomical signal in both polarizations

and two adjacent 2 GHz wide frequency bands centered at
227.1 and 229.1 GHz were converted to baseband using
standard heterodyne techniques, then digitized and recorded
at atotal rate of 32 Gbps. Correlation of the data was carried
out using a software correlator (Deller et al. 2007) at the MIT
Haystack Observatory and at the Max-Planck-Institut für
Radioastronomie, each handling one of the two frequency
bands. Differences between the two independent correlators
were shown to be negligible through the exchange of a few
identical scans for cross comparison. At correlation, signals
were aligned to a common time reference using an apriori
Earth geometry and clock model.
A subsequent fringe-fitting step identified detections in

correlated signal power while phase calibrating the data for
residual delays and atmospheric effects. Using ALMA as a highly
sensitive reference station enabled critical corrections for iono-
spheric and tropospheric distortions at the other sites. Fringe
fitting was performed with three independent automated pipelines,
each tailored to the specific characteristics of the EHT
observations, such as the wide bandwidth, susceptibility to
atmospheric turbulence, and array heterogeneity (Blackburn et al.
2019; Janssen et al. 2019, Paper III). The pipelines made use of
standard software for the processing of radio-interferometric data

Figure 1. Eight stations of the EHT 2017 campaign over six geographic
locations as viewed from the equatorial plane. Solid baselines represent mutual
visibility on M87* (+ 12° declination). The dashed baselines were used for the
calibration source 3C279 (see Papers III and IV).
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4. Pre-imaging Considerations

In this section, we analyze the measured M87 visibilities
directly to assess what conclusions are supported by the data
irrespective of choices made in the imaging procedures. This
non-imaging analysis provides estimates of the quality of the
apriori calibration, the level of non-closing systematic errors,
and the degree of temporal variability in the source. It also
guides the generation of realistic synthetic data sets
(Section 6.1) and motivates the choice of imaging parameters
(e.g., the FOV of reconstructed images) used to define
parameter ranges in the imaging parameter surveys
(Section 6.2).

4.1. Expected Amplitude Calibration Limitations

The amplitude calibration error budget is determined from
uncertainties on individual measurements of station perfor-
mance, as described in Paper III. The error budget is only
representative of global station performance and is not
specified for individual measurements. While this procedure
is adequate for stations with stable performance and weather
during the observing run, the error budget may be under-
estimated for stations with variable performance. The SMT,
PV, SMA, JCMT, APEX, and ALMA stations are well
characterized either through years of studies or via network
calibration. More recent additions to the EHT (the LMT and the
SPT) may have more variable behavior, as their observing
systems are not yet well exercised and because they do not
have sufficiently close sites to permit network calibration.

Specifically for M87, the LMT is the most under-
characterized station. The LMT began observing M87 in the
evening, when the dish is still affected by thermal gradients in
the back-up structure or panel distortions from daytime heating,
both of which are significant for open-air telescopes. These
effects are common for sensitive millimeter-wave dishes and
cause surface instability. In addition, evening conditions are
inadequate for accurate pointing and focusing of the telescope
(particularly on weaker sources), leading to performance that
can vary substantially across scans and from day to day. A
defocused dish can measure persistently low amplitudes on
baselines to that station between focus attempts (typically every
one to two hours). Changes in telescope pointing can cause
amplitudes to fluctuate significantly from scan to scan (from the
telescope moving to and from the source) and between pointing
attempts (typically every half-hour). Issues in telescope focus

can also lead to uncertainties in the a priori calibration for other
sources observed during the same time period, such as 3C 279.
However, pointing errors for 3C 279 are expected to be less
severe, as it is bright enough for the LMT to point directly on-
source prior to VLBI scans. Thus, the corrections needed for
the LMT are expected to better match the a priori amplitude
error budget during observations of 3C 279 (mostly correcting
for focus errors) than during observations of M87 (correcting
for both focus and pointing errors).
In Section 8.1 and Appendix F, we compare estimated

residual gains for the SMT and the LMT from imaging M87
and 3C 279. In Paper VI, we compare these results with the
estimated residual gains when fitting parametric models to the
interferometric data.

4.2. Estimates of Non-closing Systematic Errors

Apart from the thermal errors, which are well understood
and can be evaluated from first principles, there are several
sources of additional systematic error present in the EHT data.
These include polarimetric leakage (proportional to the
magnitude of station-dependent leakage terms and the source
fractional polarization), residual polarimetric-gain calibration
offsets, loss of amplitude with long coherent averaging, the
effects of biased S/N estimators, and the limitations of alinear
error propagation model for closure quantities.
These systematic errors can affect both visibilities and

closure quantities. While these effects are small, in avery high
S/N regime systematic uncertainties may dominate over
thermal uncertainties. In Paper III, we quantified the magnitude
of systematic uncertainties in the EHT 2017 data both with a
series of statistical tests on the distributions of trivial closure
quantities and with cross-validation tests of data products
across different frequency bands and polarizations. For M87,
the characteristic magnitude of systematic errors was found to
be only a fraction of the thermal errors, even for heavily
averaged data. In the case of 3C 279, which has significant
intrinsic polarization, systematic errors can dominate over the
thermal errors. In both cases the characteristic magnitudes are
small: less than 2° for closure phases, and less than 4% for
closure amplitudes.

4.3. Constraints on the Total Compact Flux Density

EHT baselines sample angular scales in M87 that span
nearly five orders of magnitude. The largest gap in coverage

Figure 3. Selected closure phases from coherently averaged visibilities on three triangles as a function of Greenwich Mean Sidereal Time (GMST) using data from all
four days. Error bars denote ± 1σ uncertainties from thermal noise. The trivial ALMA–APEX–SMT triangle (left panel) has closure phases near zero on all days, as
expected because this triangle includes an intra-site baseline. Deviations from zero arise from a combination of thermal and systematic errors (Paper III). The ALMA–
LMT–SMT triangle (middle panel) shows persistent structure across all days, while the large LMT–SMA–SMT triangle (right panel) shows source evolution between
the first two days and last two days.
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Challenges and Philosophy of EHT Imaging
Difficulties - Extremely sparse baseline coverage 

- Large amplitude uncertainties 
- No information from previous 1.3 mm images

Major Risk: 
      Developing false confidence in features the may not have unambiguous support

Agnostic: Images should be among our most agnostic EHT outputs with the ability to reveal 
unexpected features and source properties

We have focused on exploring a broad space of possible algorithms                
and imaging algorithms to be optimal on a narrow class of images

Exploratory: 

Emphasis: Simple algorithms over complex black boxes 
Reproducible and scriptable results



New Imaging Methods
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Figure 9. (Top) 1.3-mm MEM reconstructions of a magnetically arrested disk simulation of the Sgr A* accretion flow, courtesy of Jason
Dexter (Dexter 2014). Color indicates Stokes I flux and ticks marking the direction of linear polarization are plotted in regions with I
greater than 4⇥ its RMS value and |P | greater than 2⇥ its RMS value. After blurring the image with the Sgr A* scattering kernel at
1.3 mm, data were simulated with realistic thermal noise, amplitude calibration errors, and random atmospheric phases. The center right
panel shows a reconstruction with data simulated on EHT baselines expected in 2016 and the rightmost panel shows the reconstruction
with the full array expected in 2017. Each reconstruction was restored with a Gaussian beam 1/2 the size of the fitted clean beam (93⇥ 32
µas FWHM in 2016 ; 27⇥ 14 µas FWHM in 2017). For comparison, the center left panel shows the model smoothed to the same resolution
as the 2017 image. (Bottom) 1.3-mm MEM reconstructions of a simulation of the jet in M87, courtesy of Avery Broderick (Broderick &
Loeb 2009; Lu et al. 2014b). Data were simulated on 2016 and 2017 EHT baselines as in the top panel, but without the contributions from
interstellar scattering that are significant for Sgr A⇤. Both reconstructions were restored with a Gaussian beam 1/2 the size of the fitted
clean beam (72⇥ 36 µas FWHM in 2016 ; 28⇥ 20 µas FWHM in 2017).

restoring beam, the I and P NRMSE values drop to 24.0% and 59.0% for the 2016 reconstruction and 19.8% and
61.9% for the 2017 image. The polarization position angle weighted error drops to 20.0� and 21.6� for the 2016 and
2017 images, respectively. Even with minimal baseline coverage, MEM is able to reconstruct a reasonably accurate
image when compared to the true image viewed at the same resolution.

The 2016 image of an M87 jet model (Fig. 9, bottom panel) gave NRMSE values of 55.61% for Stokes I and 77.34%
for Stokes P , with a weighted angular error of 23.5�. In 2017, the NRMSE values were 36.71% for Stokes I and 54.40%
for P , with an angular error of 17.9�. When we instead compare the reconstructions to the model image smoothed to
the same resolution as the restoring beam, the I and P NRMSE values drop to 21.3% and 34.5% for the 2016 image
and 18.3% and 27.7% for the 2017 image, while the polarization position angle weighted error drops to 21.6� and 14.8�

for the 2016 and 2017 images, respectively.

6. CONCLUSION

As the EHT opens up new, extreme environments to direct VLBI imaging, a renewed exploration of VLBI imaging
strategies is necessary for extracting physical signatures from challenging datasets. In this paper, we have shown
the e↵ectiveness of imaging linear polarization from VLBI data using extensions of the Maximum Entropy Method.
We explored extensions of MEM using previously proposed polarimetric regularizers like PNN and adaptations of
regularizers new to VLBI imaging like total variation. We furthermore adapted standard MEM to operate on robust
bispectrum and polarimetric ratio measurements instead of calibrated visibilities. MEM imaging of polarization can
provide increased resolution over CLEAN (Fig. 5) and is more adapted to continuous distributions, as are expected
for the black hole accretion disks and jets targeted by the Event Horizon Telescope. Furthermore, MEM imaging
algorithms can naturally incorporate both physical constraints on flux and polarization fraction as well as constraints
from prior information or expected source structure. Extending our code to run on data from connected-element
interferometers like ALMA is a logical next step, but it will require new methods to e�ciently handle large amount
of data and image pixels across a wide field of view. Polarimetric MEM is also a promising tool for synthesis imaging
of a diversity of other astrophysical systems typically observed with connected element interferometers. For example,
the polarized dust emission from protostellar cores frequently exhibits a smooth morphology (Girart et al. 2006; Hull
et al. 2013), so MEM may be better-suited to study both the large-scale magnetic-field morphologies and their small
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calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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Fiducial Reconstructions
Massive Parameter Surveys

with a given combination of parameters are consistent with their
underlying data; the second step requires that the reconstructions
of simulated data are sufficiently similar to their corresponding
ground truth images. Parameter combinations that meet both
criteria define the Top Set, and the parameter combination in this
set that gives the best performance on the simulated data is used to
define the fiducial images of M87 for each day.

Each parameter survey spans a large range of parameter space,
including combinations that are poorly adapted to the M87 data
(e.g., very large regularizer weights in the RML methods). To
filter parameter combinations that lead to final images with poor
fits to the data, we calculate χ2 values on closure phase and log
closure amplitudes using scan-averaged low-band data. For the
χ2 computation, we only construct closure quantities from
averaged visibilities that have synchronized start times. Any
combinations with 22 .c on any day of EHT observations are
excluded from the Top Set. However, the DIFMAP imaging
pipeline uses 10 s averages (while we estimate χ2 values using
scan averages), and the pipeline downweights the extremely high
S/N baselines to ALMA during the iterative self-calibration
process. Consequently, DIFMAP reconstructions tend to fail this
strict χ2 requirement unless a systematic uncertainty is included
in the error budget. As a result, before performing this initial
χ2<2 thresholding on DIFMAP reconstructions, we include
10% systematic uncertainty in quadrature to the thermal
uncertainty of every visibility.

Next, to determine the fidelity of the different reconstructions
on synthetic data, we compute the normalized cross-correlation
ρNX between each surviving image and the corresponding ground

truth image. For a given reconstruction X and its ground truth
image Y, the normalized cross-correlation is

X Y
N

X X Y Y
,

1
, 15

i

i i

X Y
NX år
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=

- á ñ - á ñ( ) ( )( ) ( )

Figure 8. Selection of the SMILI (RML) parameter survey results on real and synthetic data with April11 EHT baseline coverage. A 2D slice of the 6D parameter
space is displayed, corresponding to varying the diameter of the soft mask region and the weight on the TSV regularizer. All other parameters are kept constant
(Compact Flux=0.5 Jy, Systematic Error=0%, TV=0, ℓ 11

W = ). The left panel shows results of the parameter search on the Crescent synthetic data, while the
right panel shows reconstructions for the same parameters on M87 data. Images that meet the threshold for the Top Set are outlined in green.

Figure 9. Normalized cross-correlation, ρNX, of the four simulated images
compared before and after convolution with a circular Gaussian kernel with
FWHM α. The vertical dashed line shows the nominal diffraction-limited
resolution of the EHT (see Table 1). For each source, we invert these curves to
obtain from a given ρNX an equivalent blurring kernel size α. The Top Set
reconstructions are defined as those with this α smaller than the nominal EHT
resolution.
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calibration, a random station phase is adopted for each scan.
Independent station-based gains were applied to each visiblity,
with two components of each gain factor drawn from normal
distributions: one term that was constant over the observation,
and one that varied randomly among scans. We captured the
increased uncertainty and variability in station gains at the
LMT (Section 4.1) by giving these gain terms larger variances.
Time-independent polarimetric leakage terms were drawn from
a complex Gaussian distribution with 5% standard deviation,
motivated by previous estimates of the polarization leakage at
EHT sites (Johnson et al. 2015). Identical gain, phase, and
leakage contamination was applied to the high- and low-band
data. Figure 5 shows four examples of visibility amplitudes
generated using this procedure. Appendix C.2 provides full
details about the synthetic data generation procedure.

Furthermore, to test whether or not our results are sensitive
to specific choices made in the synthetic data generation, we
compared our generated synthetic data and reconstructed
images to results from another VLBI data simulator, Meq-
Silhouette+rPICARD (Blecher et al. 2017; Janssen et al.
2019). MeqSilhouette+rPICARD takes a more physical
approach to mm-VLBI synthetic data generation (with added
corruption based on, e.g., measured weather parameters and

antenna pointing offsets) and it uses the full CASA-based EHT
reduction pipeline for calibration. Despite the differences in
approach, both synthetic data pipelines yield comparable
results (see Appendix C.3 and Figure 31). We use eht-
imaging for all further synthetic data in this Letter.

6.2. Imaging Pipelines and Parameter Survey Space

To survey the space of imaging parameters relevant to each
imaging software package and to test their effects on
reconstructions of simulated data, we designed scripted
imaging pipelines in three software packages: DIFMAP,
eht-imaging, and SMILI. Each pipeline has some choices
that are fixed (e.g., the convergence criterion, the pixel size,
etc.) but takes additional parameters (e.g., the regularizer
weights, the total compact flux density) as arguments. We then
reconstructed images from all M87 and synthetic data sets
using all possible parameter combinations on a coarse grid in
the space of these parameters. We chose large ranges for each
parameter, deliberately including values that we expected to
produce poor reconstructions.
The parameter choices and the values surveyed vary among the

three pipelines, and the pipelines also differ in which frequency

Figure 5. The four simple geometric models and synthetic data sets used in the parameter surveys (see Appendix C for details). Top: linear scale images, highlighting
the compact structure of the models. Middle: logarithmic scale images, highlighting the larger-scale jet added to each model image. Bottom: one realization of
simulated visibility amplitudes corresponding to the April11 observations of M87. We indicate the conventions for cardinal direction and position angle used
throughout this Letter on the upper-right panel. Note that east is oriented to the left, and position angles are defined east of north.
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Total 50k parameters

Select Optimal Parameter Sets

1)  Good fits to M87 data
2)  Good fidelity to all of synthetic images



Fiducial Images
Fiducial images of M87 for April 11 restored to an equivalent 

resolution show remarkably similar structure



Fiducial M87 Images
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Figure 25. Measured ring properties on the fiducial images of M87 produced with all three imaging pipelines. From left to right, panels show the measured ring
diameter d, width w, and orientation angle η. The DIFMAP results are shown for images restored with both a 10 μas (cyan) and a 20 μas (blue) Gaussian beam. The
eht-imaging (red) and SMILI (green) are shown for the unblurred images. The three imaging pipelines produce consistent measurements of the ring diameter
across all days. The measured orientation angles indicate a modest shift between April 5, 6 and 10, 11. The error bars are computed in the same way as in Figure 24.

Figure 26. Summary of the estimated ring properties overlaid on the April 11 fiducial images from each imaging pipeline. Our procedure estimates the ring diameter d,
width w, orientation angle η, and fractional central brightness fC, as well as the asymmetry A (not shown). In each panel, the magenta cross indicates the location of
peak ring brightness, and the dashed green circle shows the region used to define interior brightness for fC.

Figure 27. Unwrapped ring profiles of the fiducial images from April5 to 11 (top to bottom) and for the three imaging pipelines (left to right). The columns are each
scaled as in Figure 26. The estimated radius d/2 is shown with a horizontal line, with dotted lines denoting the associated uncertainty (Section 9.1). Horizontal dashed
lines at (d± w)/2 show the measured ring width. Vertical blue lines give the orientation angle η and its uncertainty. The magenta cross marks the peak brightness in
each reconstruction.
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Figure 25. Measured ring properties on the fiducial images of M87 produced with all three imaging pipelines. From left to right, panels show the measured ring
diameter d, width w, and orientation angle η. The DIFMAP results are shown for images restored with both a 10 μas (cyan) and a 20 μas (blue) Gaussian beam. The
eht-imaging (red) and SMILI (green) are shown for the unblurred images. The three imaging pipelines produce consistent measurements of the ring diameter
across all days. The measured orientation angles indicate a modest shift between April 5, 6 and 10, 11. The error bars are computed in the same way as in Figure 24.

Figure 26. Summary of the estimated ring properties overlaid on the April 11 fiducial images from each imaging pipeline. Our procedure estimates the ring diameter d,
width w, orientation angle η, and fractional central brightness fC, as well as the asymmetry A (not shown). In each panel, the magenta cross indicates the location of
peak ring brightness, and the dashed green circle shows the region used to define interior brightness for fC.

Figure 27. Unwrapped ring profiles of the fiducial images from April5 to 11 (top to bottom) and for the three imaging pipelines (left to right). The columns are each
scaled as in Figure 26. The estimated radius d/2 is shown with a horizontal line, with dotted lines denoting the associated uncertainty (Section 9.1). Horizontal dashed
lines at (d± w)/2 show the measured ring width. Vertical blue lines give the orientation angle η and its uncertainty. The magenta cross marks the peak brightness in
each reconstruction.
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Bias-corrected Ring diamaters

the M87 data (Section 3, Paper III). This corresponds to
d0;39.5–45 μas.

We repeat this exercise for an infinitesimally thin ring
convolved with a Gaussian. Here the mean diameter d can
be approximated for FWHM �w d as (AppendixG of
Paper IV):

-�
⎛
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⎞
⎠⎟ ( )d d

w

d
1

4 ln 2
. 300

2

0
2

Here the fractional width =f̂ w dw . The pink shaded area in
Figure 16 shows the shaded region for this model, which
follows a similar trend.

The measured properties of the images and source models
inferred by all methods generally fall within the expected
bands. At least part of the systematic differences in our
diameter measurements may be attributed to the relatively large
uncertainty in width, as a result of their weak anti-correlation.

7.3. From Image Diameter to Angular Gravitational Radius

We can convert the diameters measured from the recon-
structed images to the black hole angular gravitational radius
using a scaling factor, α (Equation (27)), following the same
procedure used in the calibration of crescent model diameters
to GRMHD images discussed in Section 5.3. We calculate a
separate value of α for each image reconstruction method
(eht-imaging, SMILI, DIFMAP) as described in

Appendix E and listed in Table 6. The image domain methods
do not report posteriors. We therefore estimate the statistical
along with the observational component of the uncertainty in
the calibration procedure using synthetic data. As found for the
geometric crescent models, the theoretical uncertainty dom-
inates the final error budget. The total observational uncertainty
is similar to but slightly larger than the statistical spread of the
median diameter measurement between days.
After applying the calibrated scaling factor to the image

domain diameter measurements, we find consistent results
across all observing days and reconstruction methods
(Figure 17). This is further indication that the statistical
component of the calibration error is sub-dominant. The
combined value from all methods is q m= -

+3.82 asg 0.38
0.42 .

Despite small differences in the measured mean diameters,
the physical scale θg is remarkably consistent with that found
earlier from both geometric and GRMHD model fitting. This is
because the corresponding calibration factors α obtained from
synthetic data show the same trends as the measured diameters.

7.4. The Circular Shapes of the M87 Images

Our reconstructed M87 images appear circular. We quantify
their circularity by measuring the fractional spread in the
inferred diameters measured along different orientations for
each of the reconstructed images. Here we define the fractional
spread as the standard deviation of the diameters measured
along different orientations divided by the mean diameter. For
each image, the diameters along different orientations measure

Figure 16. Diameters and fractional widths inferred from image (black and
green) and visibility (red and blue) domain measurements on April 6. The
visibility domain measurements are from GC model fitting (see Section 5),
while the reconstructed images are from Paper IV. The filled regions show
diameter and width anti-correlations expected in simple ring models
(Section 7.2). The anti-correlation between mean diameter and width helps
to explain the small (;5%) offset in mean diameter found between methods.

Table 6
Measured Diameters, d, Calibrated Scaling Factors, α, and Corresponding Gravitational Radii, θg, for the Image Domain Analysis Presented in Section 7

Imaging Method d (μas) sd (μas) α θg (μas) sobs (μas) sthy (μas)

eht-imaging 40.5 0.5 10.67 3.79 (+0.06, −0.06) (+0.42, −0.37)
SMILI 41.5 0.4 10.86 3.82 (+0.04, −0.05) (+0.40, −0.38)
DIFMAP 42.5 0.8 11.01 3.84 (+0.09, −0.10) (+0.42, −0.32)

Note. We quote median values and 68% confidence intervals. The angular diameters d are averages across the four observing days, weighted by the range within each
day. Their uncertainties sd are the standard deviation of the mean over the four days. We combine the angular diameter measurements with the calibrated scaling
factors (α) to arrive at measurements of θg. The various uncertainty components of θg are obtained using synthetic data, as described in Appendix E.

Figure 17. Constraints on θg from GRMHD simulation calibrated image
domain feature extraction, by day and band. The solid lines show the full range
of diameter measurements from the Top Set images. The dotted lines show the
systematic calibration uncertainty. The shaded regions show the weighted
average and uncertainty over observing days for each method.
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EHT Theory & Simulations



Representative GRMHD Model Image of M87

M87 April 6
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Simulation Library

• 3D GRMHD simulations from: BHAC, iharm3d, KORAL, H-AMR  

• Two accretion states according to accumulated magnetic flux on horizon:   
• SANE (Standard and Normal Evolution) 
• MAD (Magnetically Arrested Disk)  

• BH spin parameter:  
• SANE: -0.94, -0.5, 0, 0.5, 0.75, 0.88, 0.94, 0.97, 0.98 
• MAD: -0.94, -0.5, 0, 0.5, 0.75, 0.94  

43 GRMHD numerical simulations



Image Library
• 1.3mm modeled images from: ipole, RAPTOR, BHOSS 

• Observer inclination angles: i=12, 17, 22, 158, 163, 168 deg 

• Thermal electrons:   
Ion/electron temperature ratio depends on Rhigh=(1, 10, 20, 40, 80,160),  
plasma beta βp ≡ Pg/Pmag. 
 
Electrons colder at high plasma beta (disk), warmer at low plasma beta (jet)  

> 60,000 images
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GRMHD model fitting: angular gravitational radius

• Estimate of angular gravitational 
radius (M/D) using the best 10% 
of snapshot images from all 
allowed models
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• Distribution of M/D of different BH 
spin and Rhigh for SANE & MAD 
models 

• BH mass is calculated with D=16.9 
Mpc 

• Most individual models favour M/D 
close to 3.6 𝜇as 

• a < 0, SANE, Rhigh=1 model favors          
M/D ∼ 2 𝜇as due to outer ring at 
scale of counterrotating disk ISCO 

• a =0.94, SANE favors M/D > 3.6 𝜇as 
due to secondary inner ring



Average Image Scoring Summary

• Compare:                                     
data - ⟨model⟩                       
model - ⟨model⟩ 

   using Themis-AIS 

• Rejects a = -0.94 MAD 
models 

• This model exhibit highest 
morphological variability



Radiative Equilibrium

• Calculate radiative efficiency,  

• Reject model if ε > ε(classical thin disk model); inconsistent; 
would cool quickly 

• Lbol: calculated by Monte Carlo code: grmonty  

• Rejects MAD models with a ≥ 0 and Rhigh = 1 (hot midplane 
electrons)

✏ ⌘ Lbol/(Ṁc2)
<latexit sha1_base64="vFW1yJ2aq5sa9K2JyRZ2p/+j1bg=">AAAC9nichVG7btRAFD0xr7A8soEGiWbEJihQLLNLAaKKoKEgUh5sEikOK3s8u4xizzi210qw9gf4AQokJJAihGiQ+AQa+ACKbaFClEGioeB61uIVAWN57r1n7rlz5l4/DlWacT6acA4dPnL02OTx2omTp05P1afPrKZmkAjZESY0ybrvpTJUWnYylYVyPU6kF/mhXPO3bpXna7lMUmX03Ww3lpuR19eqp4SXEdStL7i+7CtdyO2BRS4Pa66MUxUazVwCVc7udAs3iZhvwiG7wubcwGTFwpCJe+1LlKuDX7jdeoM3uV3soNOqnAaqtWjq7+AigIHAABEkNDLyQ3hI6dtACxwxYZsoCEvIU/ZcYogacQeUJSnDI3SL9j5FGxWqKS5rppYt6JaQ/oSYDLP8PX/B9/lb/pJ/4t/+WquwNUotu2T9MVfG3amH51a+/pcVkc1w/yfrn5oz9HDdalWkPbZI+Qox5ucPHu2v3FieLS7yZ/wz6X/KR/wNvUDnX8Teklx+bKsHxOmRzckKNKiDBUWldoMd6/u2E8EPdQwzNm+G7qGu0hBbf47soLPabrauNttL7cb8zWqckziPC5ijStcwj9tYRIcUvMYIH/DR2XGeOHvO83GqM1FxzuK35bz6DjrXtTQ=</latexit>



X-ray constraint
• X-ray data: simultaneously Chandra, NuSTAR observations during 
EHT2017 Campaign 

• 2-10 keV luminosity: Lx= 4.4 ± 0.1 x 1040 erg/s 

• Compare data to SEDs generated from simulations  
• X-ray flux is produced by inverse Compton scattering of synchrotron 

photons 

• Reject models that consistently overproduce X-ray 

• Overluminous model: mostly SANE with Rhigh ≤ 20. 

• LX is sensitive to Rhigh, very low values of Rhigh are disfavored.



Jet Power
• M87’s jet power (Pjet) estimates range from 1042 to 1045 erg/s 
• Adopt conservative lower limit on jet power, Pjet,min = 1042 erg/s 
• Pjet defined as total energy flux in polar regions where 𝛽𝛾 > 1 
• Pout defined as energy flux in all polar outflow regions                                                   

(includes wide-angle, low velocity wind) 

• Pout is maximal definition of jet power 
• Constraint Pjet > Pjet,min = 1042 erg/s rejects all a=0 models (Pjet =0).  These models 

also have Pout < 1042 erg/s 
• SANE models with |a| < 0.5 rejected 
• Most |a| > 0 MAD models acceptable 
• Pjet dominated by Poynting flux; driven by extraction of black hole spin energy 

through Blandford-Znajek process 
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• Pjet depends on βγ cutoff used in definition 
• Pjet small for a = 0 because energy flux in relativistic outflow is small



Image decomposition

• Decompose into components: midplane, 
nearside (within 1 rad of polar axis 
nearest to the observer), and farside 
(within 1 rad of polar axis furthest form 
the observer)  

• MAD, SANE at low Rhigh (hot midplane): 
midplane emission dominates 

• SANE with high Rhigh (cold midplane):        
farside emission dominates
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EHT Model Fitting



Quantify M87 Source Properties
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Average Image Scoring closure phase

Good 
model

Bad 
model

Bad 
model

Good

Bad

Bad

Themis-AIS procedure for 
scoring theoretical model



Quantify M87 Source Properties
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Black Hole Mass Measurements

(Paper VI)

of ;0.7 Jy, which is 50% of the total at arcsecond scale (see
also Paper III and Paper IV); (ii) a mean emission diameter of
∼42± 3 μas; (iii) a fractional width of 0.5; (iv) a deep
central brightness depression with a brightness contrast ratio of
10; and (v) a persistent asymmetry with the brightest region
to the South (PA of 150°–200°).

All of these features support the interpretation that we are
seeing emission from near the event horizon that is grav-
itationally lensed into a crescent shape near the photon ring.
The central flux depression is the result of photons captured by
the black hole: the black hole shadow (Falcke et al. 2000). The
asymmetry is a result of Doppler beaming due to the rotation of
plasma at relativistic speeds. The peak brightness location is
expected to be oriented ;90° away from the jet PA (Dexter
et al. 2012; Mościbrodzka et al. 2016; Ryan et al. 2018; Chael
et al. 2019b, see Paper V), roughly north–south as we find here.

In many active galactic nuclei, the radio VLBI jet core on
parsecs and larger scales is inferred to be significantly offset
from the black hole itself(e.g., Marscher et al. 2008). For M87,
this is disfavored by past VLBI observations. The jet and
counter-jet angular separation inferred by VLBA observations
(Ly et al. 2004, 2007; Kovalev et al. 2007) locates the radio
core close to the black hole. VLBA astrometric observations
further tightly constrain the jet apex to be ;41± 12 μas
upstream of the VLBI core at 43 GHz (Hada et al. 2011, 2013;
Nakamura & Asada 2013), suggesting that the mm emission
originates very close to the black hole.

The observed EHT image morphology also disfavors an
origin offset from the black hole. Models of M87 where the
emission predominantly arises in the forward jet have found a
larger size and blob-like Gaussian structure (e.g., Broderick &
Loeb 2009) due to Doppler beaming resulting from the
acceleration of the jet along the line of sight. Additionally,
the stable source size over several years of mm-VLBI
(Doeleman et al. 2012; Akiyama et al. 2015), despite changes
in compact flux density by factors of ;2–3 (Paper IV), favors
the extreme gravitational lensing scenario. Future EHT
observations will provide a sensitive additional test of this
paradigm by measuring the source morphology on year
timescales.

9.2. The Black Hole Mass and Comparison
to Prior Dynamical Measurements

We have used several techniques to arrive at θg estimates
from the EHT 2017 M87 data, and in Table 7 we list the result
for each technique after averaging over observing days and
bands (see also Figure 19). We find a striking level of
consistency across all measurement methods, with GC
modeling, direct GRMHD fitting, and image domain feature
extraction procedures converging on a characteristic value of
θg=3.8± 0.4 μas as the angular size subtended by one
gravitational radius. The measurement techniques themselves
are entirely independent of one another. The mutual agreement
that we see among the multiple measurements indicates that the
θg value we have converged upon is robust to the many
different choices that can be made regarding data products,
model specifications, and parameter space exploration
algorithms.

All of the individual θg estimates use the GRMHD
simulation library, either through directly fitting GRMHD
snapshots to the data (Section 6) or through calibration of
diameters resulting from geometric models or reconstructed

images (Sections 5 and 7). A degree of caution is therefore
warranted. The measurements rely on images generated from
GRMHD simulations and should be understood within that
context (see also Paper V). We have also used only a small
subset of 100 such randomly chosen frames (with randomly
assigned SSM parameters) out of a much larger library. A
simple (but poorly motivated) alternative to the full calibration
presented here would be to assign the mean emission diameter
to the size of the photon ring itself (α;9.6–10.4 for all
methods). That would give a nearly identical θg result for the
image domain estimates and only a ;10% increase for the
geometric models, within its current systematic uncertainty.
The mass measurements that we have carried out with EHT

data show a high level of consistency, converging to an average
value ofM=6.5×109Me. All measurement techniques share a
large source of systematic uncertainty arising from the GRMHD
calibration, with an average value of σsys=0.7×109Me. The
geometric crescent modeling and image domain measurements
further enable an estimate of the systematic uncertainty associated

Table 7
Summary of θg and M Measurements

Measurement Method θg (μas) M (109 Me)

GC model fitting -
+3.77 0.40
0.45

-
+6.42 0.71
0.82

GRMHD model fitting -
+3.80 0.31
0.39

-
+6.48 0.61
0.73

Image domain feature extraction -
+3.83 0.36
0.42

-
+6.51 0.71
0.78

Gas dynamics (Walsh et al. 2013) -
+2.05 0.16
0.48

-
+3.45 0.26
0.85

Stellar dynamics (Gebhardt et al. 2011) -
+3.62 0.34
0.60

-
+6.14 0.62
1.07

Combined measurements from this work 3.8± 0.4 6.5± 0.7

Note. Measurements made in this work (top) and from the literature (middle)
are quoted as median values with 68% confidence intervals. The final
combined measurements from this work are listed in bottom row of the table,
rounded to two significant figures. The distance used to compute M from θg is

o16.8 0.8 Mpc (see Section 8).

Figure 19. Estimates of the mass of the central black hole in M87 for the three
different measurement techniques employed in this Letter (see also Table 7).
Gray horizontal bands around dashed lines correspond to the 68% confidence
levels for the stellar (top) and gas (bottom) dynamical mass measurements (see
Table 9).
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• M = 6.5 ± 0.7 x 109 Msun 
(using  D = 16.8 ± 0.7 Mpc) 

• Three methods in excellent 
agreement 

• Excellent agreement with 
stellar dynamics mass 
estimate (Gebhardt+2011)



Image Domain Feature Extraction
• Independent measurements of shadow diameter and width
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Image Circularity
• At low inclination of M87, shadow shape 

should be extremely circular for all values 
of black hole spin (e.g. Chan+2013) 

• From reconstructed images, we measure 
an emission region that is circular to 
within ~4:3 in axis ratio 

• Result is consistent with expectations 
from GRMHD models of M87 

• Future: get to circularity of shadow and 
photon ring 0.0 0.1 0.2 0.3 0.4 0.5
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