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Hot and cold blobs: Picture of the Universe 13.6996 bn years ago



Gravitational lensing of the CMB

 4
Figure 1.2: Illustration of gravitational lensing of CMB photons by large-scale
structure (adapted from [10]).

reconstructing these lenses from the observed CMB we can obtain crucial infor-

mation on e.g. dark energy or the geometry of the universe. Several experiments

will provide high quality CMB data in the next few years, e.g. full-mission Planck

data including polarization, ACT/ACTPol, Polarbear and SPT/SPTpol.

The contribution of this thesis, presented in Chapter 5, is a thorough analysis

of how the reconstructed lensing information can be combined with the primary

CMB data to perform reliably a joint parameter estimation. Such joint analy-

ses are important to break degeneracies that limit the information that can be

extracted from the CMB fluctuations laid down at recombination. The joint anal-

ysis is non-trivial because the part of the lensing information that is present in

the primary CMB power spectrum as well as in the lensing reconstruction is po-

tentially double-counted. We quantify the temperature-lensing cross-correlation

analytically, finding two physical contributions and confirming the results with

simulated lensed CMB maps. This cross-correlation has not been considered be-

fore and it could have turned out to be anywhere between zero and unity. We

also use simulations to test approximations for the likelihood of the lensing re-
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Statistics of the CMB

What are the statistics of the CMB before and after lensing?



Statistics of the CMB before lensing
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ISW and lensing-SZ, we calculate
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where the s is a place holder denoting either the ISW
or SZ contribution.

B. SZ Trispectrum

In addition to the lensing contributions to the trispec-
trum above, we consider contributions from the inverse
Compton scattering of the CMB photons. The SZ con-
tribution to the trispectrum is given by [17, 25]:

TΘ
ij = g4ν

∫ zmax

0

dz
dV

dz

∫ Mmax

Mmin

dM
dn(M, z)

dM

× |ỹi(M, z)|2 |ỹj(M, z)|2 , (8)

where gν is the spectral function of the SZ effect,
V (z) is the comoving volume of the universe integrated
to a redshift of zmax = 4, M is the virial mass such
that [log10(Mmin), log10(Mmax)] = [11, 16], dn/dM is the

FIG. 1: The impact of varying the lensing scaling parameter
on the lensed CMB temperature power spectrum, for AL =
[0,2,5,10].

mass function of dark matter halos as rendered by [18]
utilizing the linear transfer function of [19], and ỹ is the
dimensionless two-dimensional Fourier transform of the
projected Compton y-parameter, given via the Limber
approximation [20] by:

ỹl =
4πrs
l2s

∫ ∞

0

dxx2y3D(x)
sin(lx/ls)

lx/ls
, (9)

where the scaled radius x = r/rs and ls = dA/rs such
that dA is the angular diameter distance and rs is the
scale radius of the three-dimensional radial profile y3D
of the Compton y-parameter. This profile is a function
of the gas density and temperature profiles as modeled
in [21]. Hence, we incorporate the contributions obtained
from the SZ effect along with those from lensing, lensing-
ISW, and lensing-SZ effects to the covariance matrix in
Eqn. 3.

C. The Weak Lensing Scaling Parameter AL

To first order in φ, the weak lensing of the CMB
anisotropy trispectrum can be expressed as the con-
volution of the power spectrum of the unlensed tem-
perature Cl and that of the weak lensing potential
Clφφ [15, 22, 23]. The magnitude of the lensing poten-
tial power spectrum can be parameterized by the scaling
parameter AL, defined as

Cφφ
l → ALC

φφ
l . (10)

Thus, AL is a measure of the degree to which the ex-
pected amount of lensing appears in the CMB, such that
a theory with AL = 0 is devoid of lensing, while AL = 1
renders a theory with the canonical amount of lensing.
Any inconsistency with unity represents an unexpected
amount of lensing that needs to be explained with new
physics, such as dark energy or modified gravity [15, 24].
The impact of this scaling parameter on the lensed CMB
temperature power spectrum can be seen in Fig. 1. Qual-
itatively, AL smoothes out the peaks in the power spec-
trum and can therefore also be viewed as a smoothing
parameter in addition to its scaling property. Given that
AL primarily affects the temperature power spectrum on
small angular scales, we also explore the possibility that
it deviates from unity as secondary non-Gaussianities are
accounted for in the analysis.

Smidt+ (2010) 
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Measured lensing magnification
Planck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV

LM
=
p

L(L + 1)�̂MV
LM

, corre-
sponding to the gradient mode (or E mode) of the lensing deflection angle. Modes with L < 8 have been filtered out.

Our baseline lensing reconstruction map is shown in Fig. 1.
In Sect. 2 we explain how this was obtained, and the changes
compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.

2. Data and methodology

This final Planck lensing analysis is based on the 2018 Planck

HFI maps as described in detail in Planck Collaboration III
(2018). Our baseline analysis uses the SMICA foreground-
cleaned CMB map described in Planck Collaboration IV (2018),
and includes both temperature and polarization information. We
use the Planck Full Focal Plane (FFP10) simulations, described
in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
Wiener-filtered X = T , E, and B CMB multipoles, as well as
inverse-variance-weighted CMB maps. The latter maps can be
obtained easily from the Wiener-filtered multipoles by divid-
ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as
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Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV
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the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.
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in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
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ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as

0
BBBBBBBBBBBB@

T
dat

2P
dat

�2P
dat

1
CCCCCCCCCCCCA
= BY

0
BBBBBBBBBBBB@

T

E

B

1
CCCCCCCCCCCCA
+ noise, (1)

2
https://github.com/carronj/LensIt

3



Sample variance cancellation

Galaxy number density:  

CMB magnification: 

Big Bang models are characterized by parameter 

Planck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
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Our baseline lensing reconstruction map is shown in Fig. 1.
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compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
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tracers of the dark matter and are therefore only sensi-
tive to the parameter combination b1(z)�8(z), where b1 is
a bias factor that is typically not well known, and �8(z)
is the rms of the matter density in a sphere of radius
8h�1Mpc at redshift z. Lensing observations or galaxy
surveys alone can therefore not provide accurate mea-
surements of �8(z) or the 3-D matter distribution.

As is well known, cross-correlating lensing and clus-
tering observations can break the above b1-�8 degen-
eracy and determine the galaxy bias as a function of
redshift, e.g. using b1 ' C

gg
/C

g, b
2
1 ' C

gg
/C

, or
b1 ' C

g
/C

. We can then obtain the 3-D matter dis-
tribution by dividing the observed galaxy density by the
estimated bias, �m(k, z) = �g(k, z)/b1(z). From that we
can compute the matter power spectrum as a function of
redshift, and its amplitude, �8(z). Even if bias is treated
as a scale-dependent function, b1(k, z), cross-correlating
lensing and clustering can significantly improve the un-
certainty of the matter power spectrum as a function of
redshift if the cross-correlation coe�cient between lens-
ing and clustering is high [27]. Maybe more futuristically,
a better understanding of galaxy formation might predict
the relation between dark matter and galaxies without
requiring a general bias expansion. In that case, lensing-
clustering cross-correlations could help inform parame-
ters of the galaxy formation models and thus improve
the inferred 3-D dark matter maps.

Measuring the 3-D distribution of dark matter o↵ers a
direct way to test the growth of structure and expansion
of the Universe as a function of time. Both depend on the
cosmological model, e.g. on the time evolution of the dark
energy equation of state or the sum of neutrino masses.
At low redshift, z . 0.5, the motivation is to improve
over current constraints. At higher redshift, only little is
known observationally about growth and expansion, so
that entering this regime has significant discovery poten-
tial, especially if we can measure the matter amplitude
�8(z) with sub-percent-level precision.

Sample variance cancellation can help to improve con-
straints on galaxy bias parameters, because they enter
only the galaxy density but not the CMB lensing conver-
gence, which are both due to the same underlying 3-D
Fourier modes at redshifts where they overlap. Improved
bias constraints can then improve the precision of the
3-D matter distribution.

For simplicity we will only quote the precision of �8

and b1 assuming all other cosmological parameters are
fixed. If other cosmological parameters are allowed to be
free, the cross-correlation measurements constrain cer-
tain combinations of them, for example roughly �8⌦m at
low redshift [28]. Our forecasts should therefore be inter-
preted as constraints on such parameter combinations.

B. Motivation for fNL from cross-correlations

Primordial non-Gaussianity of the local type, parame-
terized by the amplitude fNL, induces a scale-dependent

FIG. 1. Illustration of the primordial non-Gaussianity signal
from scale-dependent galaxy bias [7], in an idealized toy ex-
ample where galaxies (blue) perfectly trace the matter fluctu-
ations observed by CMB lensing (black), Ĉgg

` = b2Ĉ
` . The

signal for fNL = 1 is smaller than cosmic variance (shaded
regions), but the ratio of the observed galaxy and lensing
power spectrum realizations has no cosmic variance, so that
the non-Gaussianity amplitude fNL can be measured with in-
finite precision from a single Fourier mode [6]. In practice,
this is limited by nonzero stochasticity between the observed
CMB lensing convergence and galaxy density.

galaxy bias that scales as fNLk
�2 on large scales [7]. We

review this e↵ect and the motivation to measure it in
Appendix B 1. Since the e↵ect is largest on large scales,
the precision of fNL is limited by the number of large-
scale Fourier modes in the volume of the galaxy survey.
This cosmic variance noise can be partially cancelled by
observing unbiased and biased tracers of LSS and search-
ing for a scale-dependent di↵erence in their power spectra
[6]. Fig. 1 illustrates this idea for an idealized toy model
where CMB lensing (an unbiased tracer) and galaxy num-
ber counts (a biased tracer) are assumed to originate
from the exact same Fourier modes. The prospect of
sample variance cancellation is an important motivation
for searching for fNL in CMB-lensing–galaxy-clustering
cross-correlations rather than in galaxy auto-spectra.

The second motivation for measuring fNL from cross-
correlations is its potential superiority over galaxy auto-
spectra in terms of systematics (e.g., [18, 29]). On the
large scales where the k�2 scale-dependent bias is largest,
systematics like stellar contamination can add galaxy
auto-power and thus mimic an fNL signal. This has been

Sample variance cancellation

Planck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV

LM
=
p

L(L + 1)�̂MV
LM

, corre-
sponding to the gradient mode (or E mode) of the lensing deflection angle. Modes with L < 8 have been filtered out.

Our baseline lensing reconstruction map is shown in Fig. 1.
In Sect. 2 we explain how this was obtained, and the changes
compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.

2. Data and methodology

This final Planck lensing analysis is based on the 2018 Planck

HFI maps as described in detail in Planck Collaboration III
(2018). Our baseline analysis uses the SMICA foreground-
cleaned CMB map described in Planck Collaboration IV (2018),
and includes both temperature and polarization information. We
use the Planck Full Focal Plane (FFP10) simulations, described
in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
Wiener-filtered X = T , E, and B CMB multipoles, as well as
inverse-variance-weighted CMB maps. The latter maps can be
obtained easily from the Wiener-filtered multipoles by divid-
ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as

0
BBBBBBBBBBBB@

T
dat

2P
dat

�2P
dat

1
CCCCCCCCCCCCA
= BY

0
BBBBBBBBBBBB@

T

E

B

1
CCCCCCCCCCCCA
+ noise, (1)

2
https://github.com/carronj/LensIt

3

Std. Big BangStd. Big Bang

Enhanced tails

(Angular scale)-1

Dalal+ (2008), Seljak (2009), McDonald & Seljak (2009), MS & Seljak (2018)
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Compute Fisher information matrix assuming Gaussian likelihood 
(curvature of the likelihood near maximum = Hessian) 

Inverse gives lower bound on parameter error bars

11

This includes the improvement factor from sample vari-
ance cancellation, which is approximately (1� r

2
` )

�1/2
'

3.1 for the maximum correlation of r`=10 = 0.946, and
(1� r

2
` )

�1/2
' 2.6 for r` = 0.92 which holds at ` . 40.

The simple analytical estimates above suggest that
sample variance cancellation can improve fNL constraints
by a factor of 2 to 3 for CMB-S4 and LSST, thus achiev-
ing �(fNL) ⇠ 1. In the fully numerical Fisher analysis
presented in the next sections we will find comparable im-
provement factors, although the final fNL precision will
turn out somewhat better than suggested by the analyt-
ical estimates here. One possible reason for this (other
than possible inaccuracies of the analytical estimates) is
that the full Fisher analysis takes into account all pos-
sible power spectra and their scale- and redshift depen-
dence rather than combining LSS tracers before measur-
ing spectra as assumed for the analytical estimates above.

For Gaussian initial conditions fNL = 0, the sam-
ple variance cancellation technique can improve measure-
ments of galaxy bias, because the bias enters linearly in
g and quadratically in gg power spectra. Indeed, we
can just replace fNL ! b in all equations above to get
the precision of bias measurements, with the same im-
provement factor of (1� r

2
` )

�1/2, if we assume that �8 is
perfectly known. If we marginalize over �8, the sample
variance cancellation for bias still works in the low-noise
limit but not in general [59]. We confirmed this using the
full Fisher analysis described in the next section, finding
that in absence of noise (setting lensing noise and shot
noise to zero and adding a biased tracer with number
density matched to the CMB lensing kernel) the bias er-
ror becomes extremely small even when we marginalize
over �8. However for realisitic noise levels the marginal-
ization over �8 does matter, which makes it di�cult in
practice to exploit sample variance cancellation for bias
when marginalizing over �8. Note that while the sample
variance cancellation technique can in principle improve
bias it cannot directly improve �8, which enters g and
gg power spectra in the same way.

VI. FISHER ANALYSIS SETUP

The above analytical calculations are only rough esti-
mates because we did not include all power spectra and
we did not marginalize over parameters that could be de-
generate with the e↵ects we are looking for. We improve
this using a numerical Fisher analysis that we describe in
this section. The results will be discussed in Section VII.

In the baseline analysis, we include all auto- and cross-
spectra of the CMB-S4 lensing convergence and the 14
tomographic LSS redshift bins defined in Section III.
With these N = 15 fields, we have 15 auto-spectra and
N(N � 1)/2 = 105 cross-spectra, obtaining 120 power
spectra in total.1 Some of the most relevant spectra are

1 While the large number of power spectra is not a problem

listed in Tables I and II. The power spectra would cap-
ture all cosmological information if the observed lensing
convergence and galaxy density were Gaussian random
fields. For simplicity we will assume this throughout,
ignoring information from higher-order statistics.
We compute 3D power spectra assuming a nonlinear

halofit [60–63] matter power spectrum with linear galaxy
bias and project it to 2D using the Limber approximation
at ` > 50 and including beyond-Limber corrections at
`  50 (see Appendix A). The linear galaxy bias follows
a fiducial redshift evolution within each tomographic red-
shift bin, and we marginalize over its amplitude in each
bin.
We assume Gaussian covariances for all power spectra,

cov(Ĉij
` , Ĉ

i0j0

`0 ) =
�``0

fsky(2`+ 1)

⇣
Ĉ

ii0

` Ĉ
jj0

` + Ĉ
ij0

` Ĉ
ji0

`

⌘
.

(14)

This ignores non-Gaussian corrections to the CMB lens-
ing covariance [64–66], the LSS clustering covariance
(e.g., [67–69] and references therein), and their cross-
covariance. Ĉ are power spectra that would be ob-
served without any noise bias subtraction, i.e. they
are the sum of signal and noise. The upper indices
i, j, i

0
, j

0
2 {CMB, �

LSST
z=0�0.5, �

LSST
z=0.5�1, . . . } label the ob-

servable fields.
To speed up covariance inversion, we define a large

one-dimensional data vector that starts with all spectra
at `min, continues with all spectra at `min + 1, etc:

d =
�
d`min ,d`min+1, . . . ,d`max

�
. (15)

At each `,

d` =
�
C

11
` , C

12
` , . . . , C

NN
`

�
(16)

contains N(N + 1)/2 spectra C
ij
` with j � i. Assum-

ing Eq. (14), the covariance cov(d,d) is then a block-
diagonal matrix with `max � `min + 1 blocks of size
N(N + 1)/2 ⇥ N(N + 1)/2, which is easily inverted if
the number of fields is N . 100. The Fisher matrix at
the power spectrum level is then

Fab =
`maxX

`=`min

@d`

@✓a
[cov(d`,d`)]

�1 @d`

@✓b
. (17)

We evaluate this without binning in `.2

for Fisher forecasts with Gaussian covariances, this may be
more challenging for actual data analyses. In that case one
may want to compress the observations before forming power
spectra (see Appendix D). Although many of the cross-spectra
have zero signal in the Limber approximation because they
correlate non-overlapping redshift bins, the Fisher matrix can
benefit from including them, because they can be correlated
with other measured spectra, for example with g cross-spectra
(cov(Cij

, C
i) / C

ii
C

j 6= 0).
2 Binning is less accurate and does not speed up our implementa-
tion because binning the covariance is slow.

Fab = �
⌧
@2 lnL(d|✓)

@✓a@✓b

�
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If models work and systematics under control, what can we hope for?
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FIG. 1: The redshift distribution of the CMB lensing convergence
(red curve, normalized to a unit maximum) and LSST galaxy sam-
ples, both Optimistic (light gray) and Gold (dark gray). We as-
sume 16 tomographic redshift bins in the range 0 < z < 7, cross-
correlation bin widths indicated with vertical dotted lines.

our forecasts when all external datasets, such as primor-
dial CMB and DESI information, are included. Hence,
we use the linear matter power spectrum in all forecasts.
We assume the survey area of 18,000 deg2, which corre-
sponds to fsky ⇡ 0.4. Finally, we neglect any redshift
space distortion e↵ects in the LSST power spectra.

C. CMB-S4 Specifications

For CMB lensing, we use a CMB-S4 experiment with
the following configurations: beam FWHM = 10, �T =
1µK 0, and �E,B = 1.4µK 0. We assume fsky = 0.4, with
CMB-S4 fully overlapping with the LSST [9]. White
noise is assumed, as we expect the impact of non-
white noise to be small for lensing reconstruction from
polarization-dominated experiments. With quicklens
[30, 31], we compute the minimum variance quadratic
estimator lensing reconstruction on the full sky with
l
T,E,B
min = 50, l

T
max = 3000, and l

E,B
max = 5000. We take

into account the improvement from iterative lens recon-
struction by rescaling the EB noise [32, 33]. In Table I
and II, we show forecasts assuming the resulting CMB-
S4 lensing reconstruction noise. For the CMB lensing
convergence , we set lmin = 30 and lmax = 2000.

Additionally, with the CMB-S4 specifications as de-
scribed above, we compute the CMB-S4 Fisher matrix,
using temperature and polarization power spectra from
S4, to break the parameter degeneracies. We also con-
sider Planck primary CMB data for l > 30 in the region
not overlapping with the CMB-S4 (fsky = 0.25 accord-
ingly) [9]. Since we aim here to investigate neutrino mass
constraints without ⌧ information, no prior on the optical
depth to reionization ⌧ is included, unless we explicitly
note otherwise. Here we use the unlensed CMB power
spectra because the lensing auto-power spectrum C


l

FIG. 2: Forecasted 1� constraints on the sum of the neutrino
masses without optical depth information, for di↵erent experiment
configurations: CMB-S4 lensing and LSST clustering (black) +
primordial CMB data (green dotted for Planck and green solid for
S4) + DESI BAO measurements (red solid for LSST Optimistic
and red dotted for LSST Gold). S4 primary CMB (with Planck
co-added) + DESI BAO gives �(

P
m⌫) = 42 meV, which further

tightens to 37 meV with the reconstructed CMB lensing potential
included. Including the LSST galaxies at higher redshift extends
the redshift lever arm and increases the volume probed, which re-
sults in a significant improvement in the constraints.

already provides nearly all the CMB lensing information
[34] and because then the source of lensing information
is entirely clear.

D. DESI Specifications

We include the forecasted galaxy baryon acoustic os-
cillation (BAO) information from the Dark Energy Spec-
troscopic Instrument (DESI) [35] which measures the
distance-redshift relation at low redshift. (We neglect
RSD and other broadband sources of information in the
DESI galaxy power spectrum, but assume BAO recon-
struction.) Including DESI measurements significantly
improves neutrino mass forecasts by better constraining
⌦m and further breaking parameter degeneracies. We
use the expected uncertainties on the distance ratio from
18 bins in the range 0.15 < z < 1.85 with �z = 0.1,
given in [11, 36].

E. Fisher Matrix Analysis

If we have N tomographic galaxy redshift bins, our ob-
servables are 1 + N (lensing-lensing and galaxy-galaxy)
auto-power spectra and N +N(N � 1)/2 (lensing-galaxy
and galaxy-galaxy) cross-spectra. For the CMB lens-
ing convergence auto-spectra, we consider the lensing re-
construction noise N


l , and for the galaxy-galaxy auto-

spectra, we take into account the shot noise N
gg
l = 1/n.

The Gaussian covariance matrix of the CMB lensing
convergence and the LSST galaxy auto- and cross-power

LSST number density
Gold sample

CMB lensing kernel

Optimistic sample

At low z, use clustering redshifts (Gorecki+ 2014)  
At high z, add Lyman-break galaxies (dropouts; extrapolated from HSC observations) 
Total of 66 galaxies per arcmin2  (MS & Seljak 2018)



Lyman-break galaxies (LBGs) at z>3
Photons blueward of 912 Å 
ionize neutral hydrogen in 
young star-forming galaxies 
⇒ Lyman break at (1+z) 912 Å 

Blue band ‘dropout’ 

0.5 million z=4-7 LBGs found 
by HSC/Goldrush in 100 deg2 
 
 
⇒ Expect ~100 million in LSST 

Good for CMB lensing Xcorrel
Ellis 1998

Ono, Ouchi+ (2018) 1704.06004
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higher redshift, we assume dn/dz = 0.14 arcmin�2 at
5  z  6, and dn/dz = 0.014 arcmin�2 at 6  z  7.
MS: Justify using https://arxiv.org/pdf/1704.06535.pdf
We split the galaxy sample into six broad to-
mographic redshift bins given by (zmin, zmax) 2
{(0, 0.5), (0.5, 1), (1, 2), (2, 3), (3, 4), (4, 7)}, noting that
there is no need for finer redshift bins in our application
because the CMB lensing redshift kernel is very broad,
although it is important to use more than one redshift
bin to be able to re-weight the redshift bins to match
the CMB lensing kernel. Assuming a survey area of
18, 000 deg2, the total number of galaxies in each red-
shift bin is Ntot 2 {9.3⇥ 108, 1.55⇥ 109, 1.40⇥ 109, 2.4⇥
108, 9.4 ⇥ 107, 4.3 ⇥ 107}, i.e. there are about a billion
objects in each of the low-redshift bins, and more than
40 million objects at z > 4. MS: what sky fraction?
compare against goldrush paper and cite We assume a
fiducial linear galaxy bias of b(z) = 1 + z following for
example [? ].

MS: OLD: Note that we do not use realistic sky ar-
eas, but instead assume fsky = 0.5 for all surveys. Could
improve code to use correct sky areas, but not sure how
to get covariance of two surveys with di↵erent sky ar-
eas. Could argue that results are cleaner with fixed and
equal fsky because can then simply rescale constraints for
di↵erent fsky, maybe? MS: We do not include photo-z
errors. Hope this is not too bad because lensing kernel is
very broad. Could matter for tracer cross tracer though.
Maybe include photo z errors in forecasts?

FIG. 3. Redshift distribution and tomographic redshift bins.
For CMB lensing (solid black), we plot the dn/dz that would
yield C if integrated over, with arbitrary normalization. It
peaks at z ' 2 and drops at lower and higher z, although this
is di�cult to see because of the logarithmic vertical axis.
MS: check again if CMB lensing dndz really gives correct
CMB lensing Ckappa.

C. DESI number counts

N
BGS
tot = 9.64e + 06 Say how we split in redshift bins

etc.

D. SDSS number counts

Say how we split in redshift bins etc.

E. CMB lensing-LSS correlation coe�cient

The performance of the cross-correlation analyses de-
pends on the cross-correlation coe�cient

r` =
Ĉ

g
`q

Ĉ

` Ĉ

gg
`

(8)

between the reconstructed CMB lensing map  and ob-
served galaxy samples g, where the power spectra Ĉ in-
clude shot noise and lensing reconstruction noise. Fig. 4
shows the correlation coe�cient between LSST samples
and lensing reconstruction with CMB-S4 noise levels.
The low-redshift LSST sample at 0  z  0.5 peaks at
75% correlation with  on very large scales, ` = 2, and
drops rapidly with higher `. For higher redshift LSST
samples, the peak correlation with the lensing map is
at higher `, because a fixed physical scale is mapped to
smaller angular scale at higher redshift. We also show
the low-redshift DESI BGS sample in Fig. 4 because this
also has a substantial correlation with , reaching 60%
at low `.

For any given angular scale `, the lensing field gets
contributions from a wide range of scales and redshifts,
satisfying k �(z) = `. Therefore, combining the LSS sam-
ples, which probe di↵erent scales and redshifts, increases
the correlation coe�cient with . This is shown by the
black line in Fig. 4, where the LSST and DESI BGS sam-
ples are optimally combined to maximize the correlation
coe�cient of the combined tracer with the lensing map
(see Ref. [10] for a derivation of these weights). The
combined LSS sample is more than 94% correlated with
the CMB-S4 lensing reconstruction at `  20, reaching a
peak correlation of 96%. This high correlation coe�cient
motivates exploring sample variance cancellation tech-
niques. On smaller scales, the cross-correlation drops,
but is still 60% at ` = 1000.

IV. POWER SPECTRUM SIGNALS AND
SIGNAL-TO-NOISE

V. SIMPLE ORDER OF MAGNITUDE
ESTIMATES

The goal of this section is to give order of magnitude es-
timates for the parameter constraints computed in more
detail in the rest of the paper.

Dropout 
galaxies

Tomographic redshift bins

MS & Seljak (2018)
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FIG. 4. Left panel: Angular auto-power spectra of CMB-S4 lensing  map (black) and LSST galaxy density �g (colored). Solid
lines show the signal power (not including lensing noise or shot noise), and shaded regions show 1� error bars assuming the
Gaussian covariance (27), fsky = 0.5, minimum variance lensing noise expected for CMB-S4, and LSST number density shown
in Fig. 2. Dashed lines show lensing reconstruction noise (black) and shot noise (colored). Right panel: Angular cross-spectra
between CMB lensing and LSST galaxy density.
MS: Why is BAO better visible at high z?
MS: Check similar plot for non-LSST spectra. Consistent with Font-Ribera 2013?

serving galaxies (a biased tracer of DM) and CMB lensing
(an unbiased tracer of DM), assuming that they tracer
the same underlying LSS Fourier modes. The prospect of
sample variance cancellation is an important motivation
for searching for fNL in CMB-lensing galaxy-clustering
cross-correlations rather than in galaxy auto-spectra.

MS: maybe move paragraph to discussion at the end,
shorten As also mentioned in the introduction, a sec-
ond advantage of measuring fNL from cross-correlations
rather than auto-correlations is its superiority in terms
of systematics. On the large scales where the k

�2 scale-
dependent bias is largest, systematics like stellar con-
tamination can add power and thus mimic an fNL signal.
This has been a major concern for previous fNL analyses,
e.g. [29? ]. While known systematics can of course be
subtracted, it is rather di�cult to establish that there are
no unknown or poorly understood systematics that could
lead to an enhanced galaxy auto power spectrum on large
scales. Cross-correlations can be helpful in this regard
because they are una↵ected by many (additive) observa-
tional systematics: Only systematics that contribute in
a correlated way to CMB lensing and galaxy counts can
change the cross-correlation power spectrum. Measuring
primordial non-Gaussianity from lensing-clustering cross-
correlations should therefore be more robust than mea-
suring it from clustering auto-power spectra alone (also
see, e.g., [11]).

MS: cite recent roland de putter, olivier dore papers,
marilena loverde, core 1612.08270, spherex

3. Scale-dependent bias

Quantitatively, the non-Gaussian coupling between
long and short wavelength modes imposed by local pri-
mordial non-Gaussianity rescales the bias bg between
galaxies (forming in collapsed dark matter halos) and
dark matter as

bg(z) ! bg(z) [1 + fNL�(k, z)] , (2)

where the fractional bias change relative to
Gaussian fluctuations is (e.g. [30]) MS: cite
https://arxiv.org/pdf/1611.04901v1.pdf? Cite Neal
Dalal, early data papers. also 1611.04901, dan green,
olivier dore, roland de putter? maybe also 1507.03550
and other alonso papers?

�(k, z) =
�bg

bg
= 3

(bg � 1)

bg

⌦m,0�c

k2T (k)D(z)

✓
H0

c

◆2

. (3)

Here, bg(z) is the fiducial linear bias of the galaxy sam-
ple assuming Gaussian fluctuations, �c = 1.686 is the lin-
ear overdensity of spherical collapse, T (k) is the transfer
function normalized to unity on large scales, D(z) is the

MS & Seljak (2018)

gg

κκ

κg

noise

C
XX0

` =

Z

z
P�X�X0 (k = `/�(z), z)

⇥WX(z)bX(z)WX0(z)bX0(z).

C
XX0

` =
2

⇡

Z 1

0

dk

k
�X,`(k)�X0,`(k)k

3
P�X�X0 (k, z = 0),

�X,`(k) ⌘

Z 1

0
d� W̄X(�)j`(k�).

Low ell: High ell:
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cross-correlation drops, but is still 60% for the combined
LSS sample at ` = 1000.

It may be surprising that the cross-correlation coef-
ficient of the combined LSS sample can be as high as
95% despite the CMB lensing kernel being very broad
(Fig. 4) and extending all the way to z ⇠ 1100. The rea-
son is that at low ` the scales at cosmological distances
� (typically a few h

�1Gpc) correspond to a very low k

(k = `/�, so for ` = 10 typically k ⇠ 10�2
hMpc�1).

Since this k is lower than the peak of the power spec-
trum at kpeak ⇠ 2 ⇥ 10�2

hMpc�1, the power spectrum
has more power on smaller scales, so the projection in-
tegral picks most of the power from low values of � and
thus from low z. At higher ` we move to scales smaller
than the peak of the power spectrum and the contribu-
tion from z > 4 LSS becomes more and more important.
Moreover, even though LSST has some sources at z > 4
they are sparse and the corresponding shot noise reduces
the cross-correlation coe�cient.

One can also rephrase the above sample variance can-
cellation argument using delensing: The more the tracers
are correlated with the true CMB lensing, the better they
delens the CMB modes; the delensed B mode power fol-
lows by replacing C


! C

(1 � ⇢
2), where ⇢ is the

cross-correlation coe�cient of optimally combined trac-
ers with the true CMB lensing convergence without lens
reconstruction noise [48]. Thus, the more one can de-
lens by combining multiple tracers, the more noise one
removes from the cross-correlation of those tracers with
CMB lensing. It is important to emphasize that the trac-
ers need to cover as much redshift range as possible.

IV. POWER SPECTRA

Assuming the above experiment specifications, we can
compute angular power spectra, their expected statistical
uncertainties, and how they change in presence of scale-
dependent bias caused by fNL or neutrino mass.

A. Angular power spectra and noise

In the left panel of Fig. 6 we show angular auto-power
spectra of CMB-S4 lensing and LSST clustering. The
shaded regions show the expected uncertainty

�(CXX
` ) =


2

fsky(2`+ 1)

⇣
Ĉ

XX
`

⌘2
�1/2

(2)

due to sampling variance, CMB lensing reconstruction
noise, and shot noise (included in Ĉ

XX). The spectra
are signal-dominated up to at least ` = 1000 thanks to
the low CMB lensing noise and high LSST number den-
sity. The overall shape of the angular power spectra is
similar to the 3-D matter power spectrum, with the peak
at the physical scale k

�1
peak mapped to smaller angular

scales (higher `) for increasing redshift.

`max

SNR of CXX 500 1000 2000

CMB 233 406 539

BOSS LRG z=0-0.9 140 187 230

SDSS r < 22 z=0-0.5 247 487 936

SDSS r < 22 z=0.5-0.8 247 487 936

DESI BGS z=0-0.5 230 417 665

DESI ELG z=0.6-0.8 158 210 256

DESI ELG z=0.8-1.7 150 194 225

DESI LRG z=0.6-1.2 184 267 349

DESI QSO z=0.6-1.9 44.8 48.8 50.8

LSST i < 27 (3yr) z=0-0.5 250 496 982

LSST i < 27 (3yr) z=0.5-1 250 496 979

LSST i < 27 (3yr) z=1-2 249 492 956

LSST i < 27 (3yr) z=2-3 245 469 830

LSST i < 27 (3yr) z=3-4 239 444 724

LSST i < 27 (3yr) z=4-7 224 387 555

TABLE I. Total signal-to-noise of auto-power spectra CXX
`

of CMB lensing convergence and galaxy density in tomo-
graphic redshift bins. We assume fsky = 0.5, `min = 2, and
`max 2 {500, 1000, 2000} in di↵erent columns. The noise in-
cludes CMB-S4 lensing reconstruction noise and shot noise.

In Table I we show the total signal-to-noise ratio

SNR =

"
`maxX

`=`min

✓
C

XX
`

�(CXX
` )

◆2
#1/2

(3)

of these auto-power spectra. The CMB-S4 lensing auto-
power spectrum has a signal-to-noise of 406 for `max =
1000. For `max = 2000 this improves only moderately
to a signal-to-noise of 539 because CMB lensing noise
becomes relevant at lensing scales ` > 1000. The tomo-
graphic LSS redshift bins have comparable signal-to-noise
for `max = 1000; for example the photometric redshift
samples of SDSS, the DESI BGS low-redshift sample,
and each of the 6 LSST redshift bins have a total signal-
to-noise of ⇠ 400. Going to `max = 2000 improves the
signal-to-noise of most of these samples to ⇠ 900.

The cross-spectra between CMB lensing and galaxy
clustering can also be measured very accurately. This is
shown in the right panel of Fig. 6 and in Table II. The
total signal-to-noise of those cross-spectra reaches more
than 200 for `max = 1000, and up to 400 for `max = 2000
in the case of the LSST redshift bin at z = 1�2 where the
CMB lensing kernel peaks. Even though the overall error
is larger than for auto-power, at low ` the two errors share
the sampling variance term, and upon taking the ratio of
the two measurements this error cancels out. This is the
basis of the sampling variance cancellation method.
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FIG. 6. Left panel: Angular auto-power spectra of CMB-S4 lensing convergence  (black) and LSST galaxy density (colored).
Solid lines show the signal power (not including lensing noise or shot noise), and shaded regions show 1� error bars assuming the
Gaussian covariance (14), fsky = 0.5, minimum variance lensing noise expected for CMB-S4, and LSST number density shown
in Fig. 4. Dashed lines show lensing reconstruction noise (black) and shot noise (colored). Right panel: Angular cross-spectra
between CMB lensing and LSST galaxy density.

`max

SNR of CCMBX 500 1000 2000

BOSS LRG z=0-0.9 77.3 117 159

SDSS r < 22 z=0-0.5 88.3 167 284

SDSS r < 22 z=0.5-0.8 88.3 167 284

DESI BGS z=0-0.5 50.1 93.5 144

DESI ELG z=0.6-0.8 50.7 73.5 97

DESI ELG z=0.8-1.7 103 148 185

DESI LRG z=0.6-1.2 86.7 133 182

DESI QSO z=0.6-1.9 74.9 94.5 108

LSST i < 27 (3yr) z=0-0.5 78.1 150 258

LSST i < 27 (3yr) z=0.5-1 112 202 338

LSST i < 27 (3yr) z=1-2 144 259 406

LSST i < 27 (3yr) z=2-3 121 219 324

LSST i < 27 (3yr) z=3-4 101 182 261

LSST i < 27 (3yr) z=4-7 94 167 229

TABLE II. Like Table I but for CMB-lensing–clustering cross-
spectra Cg

` .

B. fNL signal and signal-to-noise

Fig. 7 shows the fractional fNL signal from scale-
dependent bias for galaxy auto-spectra C

gg (solid), and
for CMB lensing–galaxy clustering cross-spectra C

g

(dashed).

For galaxy auto-spectra, fNL = 1 can change the signal
by more than 10% on large scales at high redshift (` . 5,
z & 2). At ` = 20 the signal is still 5% at high redshift,
but less than a percent at low redshift. The lower panel
of Fig. 7 compares these signals against the cosmic vari-
ance of each spectrum, without combining any measure-
ments or exploiting sample variance cancellation. This
shows that the fNL signal-to-noise can be larger than
0.1� per mode at ` . 30 for high-redshift tracers. For
lower-redshift tracers this is significantly smaller; for ex-
ample, the fNL signal-to-noise of the z = 0.5 � 1 bin is
0.05� per mode at ` = 2, and 0.01� per mode at ` = 20.
The g cross-spectra have a larger fractional fNL sig-

nal than gg auto-spectra on large scales, which is a conse-
quence of computing line-of-sight integrals exactly rather
than with the Limber approximation. However, the fNL

signal-to-noise of each g is always less than the corre-
sponding gg auto-spectrum. The reason for this is that
the cross-correlation coe�cient r` between CMB lensing
and each individual tomographic redshift bin, shown in
Fig. 5 above, is relatively small, which adds noise to the
g cross-spectrum that is not present in gg spectra. This
can be seen explicitly by writing the fractional uncer-
tainty of C

g
` in terms of the correlation coe�cient r`

(also see Eq. (C3) below):

�(Cg
` )

C
g
`

=


1 + r

�2
`

(2`+ 1)fsky

�1/2
. (4)

The trends of the fNL signal and signal-to-noise with

MS & Seljak (2018)
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FIG. 3. Correlation r = Cg(CCgg)�1/2 of CMB-S4 lensing
reconstruction with six tomographic LSST samples (orange),
with the low-redshift DESI BGS sample (green dashed), and
with the optimal combination of these LSS tracers, as a func-
tion of wavenumber `. The correlation includes CMB-S4 lens-
ing noise and galaxy shot noise. These noises and the redshift
overlap determine the correlation coe�cient. The Limber ap-
proximation would wrongly predict the low-` correlation of
individual redshift bins to be 5 to 10% higher than the exact
result shown here.
MS: does this depend on fsky?

MS: discuss Fig. 4, maybe quote total SNR of some
power spectra.

III. PHYSICAL EFFECTS AND POWER
SPECTRUM SIGNALS

Before proceeding with forecasts for the above exper-
iments, we briefly motivate, describe, and parameter-
ize the e↵ects that we are after: Scale-dependent bias
from primordial non-Gaussianity, the impact of the mat-
ter amplitude on lensing and clustering, and the scale-
dependent bias caused by neutrino masses. For each ef-
fect we discuss the advantages of measuring them using
cross-correlations between CMB lensing and galaxy clus-
tering rather than auto-correlations.

A. Local primordial non-Gaussianity

1. Motivation to measure fNL

The large-scale structure of the universe is sourced by
primordial density fluctuations generated in the early
universe. Measuring the statistical properties of large-
scale structures using galaxy surveys and CMB lensing
can thus constrain the physics that generated primordial
fluctuations. A non-Gaussian primordial probability dis-
tribution function (pdf) can only be produced by certain
inflation models, involving for example multiple fields or
higher-derivative operators. Here we will focus on the
local type of primordial non-Gaussianity. In this case,
the primordial potential is the sum of a random Gaus-
sian field and its square, �(x)+fNL(�2(x)�h�2i), which
has a non-Gaussian pdf. If we observe this with a large
amplitude, fNL & 1, it will rule out single-field models
of the inflationary expansion of the early universe in a
robust way [25, 26]. This is one of few known observa-
tional means to rule out a whole class of currently viable
early-universe models.
In practice the measurement is challenging because the

threshold signal fNL = 1 separating between single-field
and multi-field models has a very small e↵ect on observ-
ables. The best constraints, fNL = 0.8± 5.0, come from
Planck’s CMB temperature and polarization measure-
ments [27].
Observations of late-time LSS can improve CMB con-

straints on fNL because they probe di↵erent Fourier
modes, and because they can exploit the Dalal et al. [4]
scale-dependent bias e↵ect. In brief, that e↵ect is gen-
erated as follows. Inflation models with multiple fields
can generate non-Gaussian correlations between long and
short wavelength modes, h�l�s�si 6= 0. As a consequence,
the small-scale power spectrum of fluctuations in a region
depends on the realization of long wavelength modes in
that region. Dark matter halos and galaxies thus form
preferentially in regions where long-wavelength modes
are high. This leads to a scale-dependent bias between
the matter and galaxy density that scales as k

�2 on
large scales [4]; see [28] for a recent review. Observ-
ing such scale-dependent galaxy bias from local primor-
dial non-Gaussianity would rule out single-field inflation
because correlations between long and short modes are
suppressed in all single-field inflation models [25, 26].

2. Motivation for cross-correlation measurement

Since the fNL signal from scale-dependent k�2 bias is
largest on large scales, the precision on fNL is limited
by cosmic variance in the volume of the galaxy survey.
As mentioned in the introduction, this cosmic variance
can be partially cancelled by observing biased and un-
biased tracers of large-scale structure and searching for
a scale-dependent di↵erence in their power spectra [3].
This is illustrated in Fig. 5 for the specific case of ob-
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C. Other LSS surveys

In our default forecasts, we also include number counts
from SDSS [39], BOSS [40] and DESI [41].

For SDSS, we assume the number density of r < 22
photometric redshifts obtained in Ref. [42] using the clus-
tering redshift technique [43–45]. We split the sample in
two tomographic redshift bins, one at 0  z  0.5 and
one at 0.5  z  0.8. For a survey area of 4, 800 deg2,
this givesNtot = 1.1⇥108 objects in each bin. We assume
the bias to be b(z) = 1 for z < 0.1 and b(z) = 1+(z�0.1)
for z � 0.1.

For BOSS, we use spectroscopic redshifts of luminous
red galaxies (LRGs) with the same number density as in
Table II of Ref. [46]. We use a single redshift bin 0  z 

0.9. On a sky area of 9, 329 deg2 this would give 1.3⇥106

galaxies. Splitting the sample into multiple redshift bins
does not improve our forecasts because we cross-correlate
against CMB lensing, so that redshift accuracy is much
less important than number density. We assume a bias
of b(z) = 1.7D̄�1(z) where D̄(z = 0) = 1.

For DESI, we use five redshift samples, with number
densities from Table 2.3 in Ref. [47]: The low-redshift
BGS sample at 0  z  0.5 with 9.6 ⇥ 106 objects and
bias b(z) = 1.34D̄�1(z), the LRG sample at 0.6  z  1.2
with 3.9 ⇥ 106 objects and bias b(z) = 1.7D̄�1(z), one
ELG sample at 0.6  z  0.8 with 3.5 ⇥ 106 objects
and bias b(z) = 0.84D̄�1(z), a second ELG sample at
0.8  z  1.7 with 1.3 ⇥ 107 objects and the same bias,
and a QSO sample at 0.6  z  1.9 with 1.4⇥106 objects
and bias 1.2D̄�1(z). In each case, the number of objects
refers to a survey area of 14, 000 deg2.

D. CMB lensing–LSS correlation coe�cient

The performance of the cross-correlation analyses de-
pends on the cross-correlation coe�cient

r` =
C

g
`q

Ĉ

` Ĉ

gg
`

(1)

between the measured CMB lensing convergence  and
the observed galaxy density �g, where the power spectra

Ĉ include lensing reconstruction noise and shot noise.
Fig. 5 shows the correlation coe�cient of tomographic
LSST redshift bins with lensing measurements expected
from CMB-S4.

The correlation of the low-redshift LSST bin at z =
0 � 0.5 with CMB lensing peaks at 70% on very large
scales, ` = 3, and drops on smaller scales. The LSST
samples at higher redshift reach their maximum corre-
lation with CMB lensing at higher `, corresponding ap-
proximately to the peak of the 3-D power spectrum at
kpeak ⇠ 2 ⇥ 10�2

hMpc�1, which is mapped to higher
` for higher redshift (`peak = kpeak�(z) where � ranges
from �(z = 0.1) ⇠ 400h�1Mpc to �(z = 7) ⇠ 9h�1Gpc).

FIG. 5. Expected correlation coe�cient r` =
Cg

` (Ĉ
` Ĉgg

` )�1/2 of CMB-S4 lensing measurements with six
tomographic LSST samples (orange), with the low-redshift
DESI BGS sample (green dashed), and with the optimal
combination of these LSS tracers (black), as a function of
wavenumber `. The level of correlation is determined by the
redshift overlap between CMB lensing and LSS samples and
by their noise levels. The plot includes CMB-S4 lensing noise
and galaxy shot noise given by the number density in Fig. 4.
The Limber approximation would wrongly predict the low-`
correlation of individual redshift bins to be 5 to 10% higher
than the exact result shown here.

The low-redshift DESI BGS sample also has a substan-
tial correlation with CMB lensing, reaching up to 60% at
low `.
The tomographic redshift bins can be combined into a

single joint LSS sample, with redshift bins weighted to
match the CMB lensing kernel. Choosing these weights
such that they maximize the correlation coe�cient be-
tween the joint LSS sample and CMB lensing [48] gives
the correlation coe�cient shown in black in Fig. 5. The
combined LSS sample is more than 92% correlated with
the CMB-S4 lensing measurement at ` . 40, reaching a
maximal correlation of r = 94.6% at ` ' 10. This is com-
bining all LSST redshift bins and the DESI BGS sample.
Additionally including SDSS and all other DESI sam-
ples described above increases the maximal correlation
only mildly, to r = 94.8%. The high correlation coef-
ficient motivates exploring sample variance cancellation
techniques for these experiments. On smaller scales, the

CMB lensing and 
galaxy maps are 
up to 95% 
correlated

MS & Seljak (2018)
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(Largest angular scale)-1

—> Potential to rule out all Big Bang models driven by a single field

Forecast for local non-Gaussianity12

MS: maybe copy more old notes here
The full Fisher analysis above automatically includes

sample variance cancellation, because it includes over-
sampling of the same modes by including cross-spectra
between all observed fields and the covariance between
all measurable spectra. To test how much the sampling
variance cancellation aspect contributes to the total pa-
rameter constraints, we compare against a modified anal-
ysis that tries to exclude sample variance cancellation.
In that analysis we assume that each field (CMB lensing
map or galaxy redshift bin) is observed on its own patch
of sky, so that there is no sky overlap between any two
observed fields. Di↵erent observed fields then probe dif-
ferent volumes, so that no Fourier mode in the Universe is
probed by more than one measurement, and no sample
variance cancellation can be exploited. We implement
this by dropping all cross-spectra between two di↵erent
fields from the data vector and setting all cross-spectra
to zero in covariances, i.e.
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excluding, e.g., hgLSSTz=0�0.5,CMBi and hgLSSTz=0�0.5, g
DESI
BGS i

from the data vector and covariance. We then compute
the improvement factor due to sample variance cancella-
tion by comparing the analysis with perfect sky overlap
between all fields against that with no sky overlap be-
tween any two fields. 2

MS: Mention discussion of combined maps and spectra
in appendix.

VI. FISHER ANALYSIS RESULTS

A. Primordial non-Gaussianity

1. Summary of setup

We first compute the precision of the non-Gaussian
amplitude fNL expected from a joint analysis of CMB-S4

2 A potential concern of the “no sample variance cancellation case”
without sky overlap is that we increase the total probed volume
by assuming that di↵erent fields are observed on di↵erent patches
of the sky, increasing the number of independent Fourier modes
that are measured. For example, for two samples, working on two
separate patches increases the total number of Fourier modes by
a factor two, which should reduce sample variance error bars
by a factor

p
2. This can unintentionally improve parameter

constraints, for example when constraining �8 assuming fixed
bias parameters. The “no sample variance cancellation” analysis
might therefore be better than it should be, so that we might un-
derestimate the true improvement factors due to sample variance
cancellation. A practical argument for comparing analyses with
and without sky overlap is that this can inform observing strate-
gies of CMB-S4 and LSST, quantifying how much gain there is if
the surveys are on the same patch of sky. MS: Does Pat agree?

FIG. 9. MS: Date: 20 Aug 2017
Constraints on primordial non-Gaussianity amplitude fNL as
a function of minimum wavenumber `min, for di↵erent LSS
surveys (colors), with full sky overlap between observations
(solid), and with no overlap between any two observed fields
(dashed), assuming fixed `max = 500 in all cases. As in
all other fNL plots, we marginalize over one bias amplitude
parameter per galaxy redshift bin and over f fake

NL defined in
Eq. (??) (otherwise there would be no degradation for non-
overlapping sky patches). Integrations along the line of sight
are computed exactly at `  50, and using the Limber ap-
proximation at ` > 50 where it matches the exact result.
MS: so having sky overlap just breaks a degeneracy that we in-
troduced by hand? is this really sample variance cancellation
then? MS: If marginalizing over �8, constraints without sky
overlap degrade quite a bit if `min & 5, but it does not a↵ect
constraints with sky overlap. So again, having sky overlap
helps to break degeneracies that are present when marginal-
izing over �8. Maybe mention.
MS: improvement from having sky overlap only helps if we
marginalize over f fake

NL . If not marginalizing over f fake

NL , we
can get full constraint directly from gg and sky overlap and
cross-correlation do not help.

lensing and galaxy clustering in SDSS, DESI and LSST.
We use the data vector (C

, C
gi , Cgigj ) in the Fisher

analysis described above, where gi are broad galaxy red-
shift bins suitable for cross-correlation with CMB lensing
(see Section ??). Throughout this section, we marginal-
ize over one bias amplitude parameter per galaxy redshift
bin and over the f fake

NL parameter rescaling the total mat-
ter power spectrum. To accurately model the large-scale
fNL signal we compute exact line-of-sight integrals on
large scales `  50 following Appendix A 2 b, and use the
Limber approximation only on small scales ` > 50.

2. Baseline results

Under the above assumptions, Fig. 9 shows the ex-
pected fNL precision as a function of the minimum multi-
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FIG. 4: 1� constraints on the matter amplitude �8 in 6 tomo-
graphic redshift bins, z = 0� 0.5, 0.5� 1, 1� 2, 2� 3, 3� 4, 4� 7,
from the combination of LSST galaxies and CMB-S4 lensing. kmax

= 0.3 hMpc�1 is assumed. �8/�8,fiducial = 1 corresponds toP
m⌫ = 0. Massive neutrinos suppress the growth of density fluc-

tuations, which can be shown by how the matter density contrast

scales with the scale factor: �m / a1�
3
5 f⌫ [9]. Assuming the mini-

mal mass sum 60 meV, the black dotted curve plots such suppres-
sion. We either (1) marginalize over ⇤CDM parameters and linear
biases in each bin (light blue blocks) or (2) fix ⇤CDM parameters
(dark blue). In both scenarios, subpercent-level constraints on �8

can be achieved, leading to a significant improvement in the
P

m⌫

detection.

ing a broader redshift binning; with 6 bins in the same
redshift range, �(

P
m⌫) degrades by ⇡ 15%.

Table I provides the 1� constraints on the neutrino
mass with di↵erent kmax limits, for both LSST Gold and
Optimistic samples. Having just CMB lensing and LSST
clustering, we find significant improvements as we assume
a higher kmax. However, with all external datasets in-
cluded, we find only moderate dependence on kmax, with
a degradation of only 10 � 15% when using kmax = 0.1
hMpc�1 instead of kmax = 0.3 hMpc�1. The dependence
on CMB sensitivity is similar: Improved CMB sensitiv-
ity improves constraints from CMB lensing and LSST
clustering alone significantly, but only mildly when in-
cluding all other probes. We note that such modest im-
provements of the neutrino mass constraints with the S4
lensing reconstruction noise have been recognized previ-
ously [14].

We emphasize that the forecasts shown in Fig. 2 and
Table I assume no prior information on the optical depth.
We therefore conclude that the ⌧ -less cross-correlation to-
mography combining LSST clustering and CMB-S4 lens-
ing provides a di↵erent and competitive way to measure
the sum of the neutrino masses. This is better illustrated
in Fig 3. We obtain slightly tighter bounds on

P
m⌫ and

⌧ (red solid curve) compared to the ⌧ -limited bounds pos-
sible with CMB-S4 (blue dotted). Still, including a tight
prior on ⌧ constrains

P
m⌫ better. Table II summarizes

the e↵ects of the optical depth measurements on the neu-
trino mass constraints in our forecasts. Assuming kmax

FIG. 5: The relative contribution of the growth and spectrum shape
e↵ects to the

P
m⌫ constraint without optical depth information.

kmax = 0.3 hMpc�1 assumed. From the full information combin-
ing both galaxies and CMB lensing (red curve), we remove either
the growth e↵ect by excluding all CMB lensing information (blue
curve) or the spectrum shape e↵ect by artificially removing the
neutrino step feature (green curve). The removal of either e↵ect
substantially weakens our constraints, and removing both growth
and shape e↵ects (yellow curve) eliminates the majority of the con-
straining power of our data.

= 0.3 hMpc�1, adding a flat prior �(⌧) = 0.01 improves
our constraints by 15 � 20%. A better determination of
⌧ reduces the uncertainty on the

P
m⌫ detection; �(⌧)

= 0.005 tightens our 1� constraint to 16 meV, and im-
posing the cosmic variance limit on the ⌧ measurements
brings �(

P
m⌫) down to 10 meV, ⇡ 6� detection on the

minimal sum of the neutrino masses (LSST Optimistic
sample with S4 lensing noise assumed).

What is the physical origin of these neutrino mass con-
straints without optical depth information? We consider
two possible mechanisms by which the constraints could
arise.

First, they could originate by probing neutrinos’ ef-
fect on the growth of structure over a wider range of
low redshifts. (We will henceforth refer to this as the
“growth e↵ect”.) To illustrate this, we forecast the
constraints on the amplitude of matter fluctuations �8

as a function of redshift, by defining a parameter Ai

which quantifies how the measured power spectra devi-
ate from the standard growth of structure: Pmm(k, zi) =
A

2
iP

fiducial
mm (k, zi), with Ai = 1 for the fiducial cosmol-

ogy. Following [13], we consider broader redshift bins,
z = 0�0.5, 0.5�1, 1�2, 2�3, 3�4, 4�7, and treat Ai in all
6 bins as a free parameter. Marginalizing over 6 ⇤CDM
parameters (H0, ⌦bh

2
, ⌦ch

2
, ns, As, ⌧) and linear bi-

ases in each bin and adding external datasets, such as
primary CMB and DESI, we can convert Ai constraints
to subpercent-level constraints on �8 at each redshift, as
shown in Fig 4. This enables us to measure (to some

60 meV neutrinos

Massless neutrinos
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FIG. 1: The redshift distribution of the CMB lensing convergence
(red curve, normalized to a unit maximum) and LSST galaxy sam-
ples, both Optimistic (light gray) and Gold (dark gray). We as-
sume 16 tomographic redshift bins in the range 0 < z < 7, cross-
correlation bin widths indicated with vertical dotted lines.

our forecasts when all external datasets, such as primor-
dial CMB and DESI information, are included. Hence,
we use the linear matter power spectrum in all forecasts.
We assume the survey area of 18,000 deg2, which corre-
sponds to fsky ⇡ 0.4. Finally, we neglect any redshift
space distortion e↵ects in the LSST power spectra.

C. CMB-S4 Specifications

For CMB lensing, we use a CMB-S4 experiment with
the following configurations: beam FWHM = 10, �T =
1µK 0, and �E,B = 1.4µK 0. We assume fsky = 0.4, with
CMB-S4 fully overlapping with the LSST [9]. White
noise is assumed, as we expect the impact of non-
white noise to be small for lensing reconstruction from
polarization-dominated experiments. With quicklens
[30, 31], we compute the minimum variance quadratic
estimator lensing reconstruction on the full sky with
l
T,E,B
min = 50, l

T
max = 3000, and l

E,B
max = 5000. We take

into account the improvement from iterative lens recon-
struction by rescaling the EB noise [32, 33]. In Table I
and II, we show forecasts assuming the resulting CMB-
S4 lensing reconstruction noise. For the CMB lensing
convergence , we set lmin = 30 and lmax = 2000.

Additionally, with the CMB-S4 specifications as de-
scribed above, we compute the CMB-S4 Fisher matrix,
using temperature and polarization power spectra from
S4, to break the parameter degeneracies. We also con-
sider Planck primary CMB data for l > 30 in the region
not overlapping with the CMB-S4 (fsky = 0.25 accord-
ingly) [9]. Since we aim here to investigate neutrino mass
constraints without ⌧ information, no prior on the optical
depth to reionization ⌧ is included, unless we explicitly
note otherwise. Here we use the unlensed CMB power
spectra because the lensing auto-power spectrum C
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S4Lens + LSST (Optimistic) +Planck/S4(l > 30) + DESI

FIG. 2: Forecasted 1� constraints on the sum of the neutrino
masses without optical depth information, for di↵erent experiment
configurations: CMB-S4 lensing and LSST clustering (black) +
primordial CMB data (green dotted for Planck and green solid for
S4) + DESI BAO measurements (red solid for LSST Optimistic
and red dotted for LSST Gold). S4 primary CMB (with Planck
co-added) + DESI BAO gives �(

P
m⌫) = 42 meV, which further

tightens to 37 meV with the reconstructed CMB lensing potential
included. Including the LSST galaxies at higher redshift extends
the redshift lever arm and increases the volume probed, which re-
sults in a significant improvement in the constraints.

already provides nearly all the CMB lensing information
[34] and because then the source of lensing information
is entirely clear.

D. DESI Specifications

We include the forecasted galaxy baryon acoustic os-
cillation (BAO) information from the Dark Energy Spec-
troscopic Instrument (DESI) [35] which measures the
distance-redshift relation at low redshift. (We neglect
RSD and other broadband sources of information in the
DESI galaxy power spectrum, but assume BAO recon-
struction.) Including DESI measurements significantly
improves neutrino mass forecasts by better constraining
⌦m and further breaking parameter degeneracies. We
use the expected uncertainties on the distance ratio from
18 bins in the range 0.15 < z < 1.85 with �z = 0.1,
given in [11, 36].

E. Fisher Matrix Analysis

If we have N tomographic galaxy redshift bins, our ob-
servables are 1 + N (lensing-lensing and galaxy-galaxy)
auto-power spectra and N +N(N � 1)/2 (lensing-galaxy
and galaxy-galaxy) cross-spectra. For the CMB lens-
ing convergence auto-spectra, we consider the lensing re-
construction noise N


l , and for the galaxy-galaxy auto-

spectra, we take into account the shot noise N
gg
l = 1/n.

The Gaussian covariance matrix of the CMB lensing
convergence and the LSST galaxy auto- and cross-power
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FIG. 1: The redshift distribution of the CMB lensing convergence
(red curve, normalized to a unit maximum) and LSST galaxy sam-
ples, both Optimistic (light gray) and Gold (dark gray). We as-
sume 16 tomographic redshift bins in the range 0 < z < 7, cross-
correlation bin widths indicated with vertical dotted lines.

our forecasts when all external datasets, such as primor-
dial CMB and DESI information, are included. Hence,
we use the linear matter power spectrum in all forecasts.
We assume the survey area of 18,000 deg2, which corre-
sponds to fsky ⇡ 0.4. Finally, we neglect any redshift
space distortion e↵ects in the LSST power spectra.

C. CMB-S4 Specifications

For CMB lensing, we use a CMB-S4 experiment with
the following configurations: beam FWHM = 10, �T =
1µK 0, and �E,B = 1.4µK 0. We assume fsky = 0.4, with
CMB-S4 fully overlapping with the LSST [9]. White
noise is assumed, as we expect the impact of non-
white noise to be small for lensing reconstruction from
polarization-dominated experiments. With quicklens
[30, 31], we compute the minimum variance quadratic
estimator lensing reconstruction on the full sky with
l
T,E,B
min = 50, l

T
max = 3000, and l

E,B
max = 5000. We take

into account the improvement from iterative lens recon-
struction by rescaling the EB noise [32, 33]. In Table I
and II, we show forecasts assuming the resulting CMB-
S4 lensing reconstruction noise. For the CMB lensing
convergence , we set lmin = 30 and lmax = 2000.

Additionally, with the CMB-S4 specifications as de-
scribed above, we compute the CMB-S4 Fisher matrix,
using temperature and polarization power spectra from
S4, to break the parameter degeneracies. We also con-
sider Planck primary CMB data for l > 30 in the region
not overlapping with the CMB-S4 (fsky = 0.25 accord-
ingly) [9]. Since we aim here to investigate neutrino mass
constraints without ⌧ information, no prior on the optical
depth to reionization ⌧ is included, unless we explicitly
note otherwise. Here we use the unlensed CMB power
spectra because the lensing auto-power spectrum C
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FIG. 2: Forecasted 1� constraints on the sum of the neutrino
masses without optical depth information, for di↵erent experiment
configurations: CMB-S4 lensing and LSST clustering (black) +
primordial CMB data (green dotted for Planck and green solid for
S4) + DESI BAO measurements (red solid for LSST Optimistic
and red dotted for LSST Gold). S4 primary CMB (with Planck
co-added) + DESI BAO gives �(

P
m⌫) = 42 meV, which further

tightens to 37 meV with the reconstructed CMB lensing potential
included. Including the LSST galaxies at higher redshift extends
the redshift lever arm and increases the volume probed, which re-
sults in a significant improvement in the constraints.

already provides nearly all the CMB lensing information
[34] and because then the source of lensing information
is entirely clear.

D. DESI Specifications

We include the forecasted galaxy baryon acoustic os-
cillation (BAO) information from the Dark Energy Spec-
troscopic Instrument (DESI) [35] which measures the
distance-redshift relation at low redshift. (We neglect
RSD and other broadband sources of information in the
DESI galaxy power spectrum, but assume BAO recon-
struction.) Including DESI measurements significantly
improves neutrino mass forecasts by better constraining
⌦m and further breaking parameter degeneracies. We
use the expected uncertainties on the distance ratio from
18 bins in the range 0.15 < z < 1.85 with �z = 0.1,
given in [11, 36].

E. Fisher Matrix Analysis

If we have N tomographic galaxy redshift bins, our ob-
servables are 1 + N (lensing-lensing and galaxy-galaxy)
auto-power spectra and N +N(N � 1)/2 (lensing-galaxy
and galaxy-galaxy) cross-spectra. For the CMB lens-
ing convergence auto-spectra, we consider the lensing re-
construction noise N


l , and for the galaxy-galaxy auto-

spectra, we take into account the shot noise N
gg
l = 1/n.

The Gaussian covariance matrix of the CMB lensing
convergence and the LSST galaxy auto- and cross-power
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Sensitive to 
kmax, but not 
too much 
when all data 
combined

4

�(
P

m⌫) [meV] (Gold/Optimistic)

kmax Lens + LSST + Planck/S4 T&P + DESI

0.05 307 / 243 94 / 68 32 / 29

0.1 176 / 129 68 / 53 31 / 27

0.2 107 / 71 47 / 38 28 / 25

0.3 84 / 55 40 / 33 27 / 24

0.4 79 / 49 38 / 31 26 / 23

TABLE I: Forecasts of the neutrino mass constraints without op-
tical depth information, for di↵erent LSST number densities and
redshift distributions, kmax limits, and lensing reconstruction noise
levels. For di↵erent combinations of data, constraints provided on
the left assume the LSST Gold sample, and those on the right
assume the LSST Optimistic sample.

spectra is given by

Cov↵1�1,↵2,�2

la,lb
=

�la,lb
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lb
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o
,

(4)

where ↵1,2,�1,2 2 (, g1, ..., gN ).
We then construct the Fisher matrix

Fij =
X

↵1�1,
↵2,⌫2

X

l

@C
↵1�1

l

@✓i
[Cov↵1�1,↵2,�2

l ]�1 @C
↵2�2

l

@✓j
, (5)

where ~✓ = {Bi, H0, ⌦bh
2
, ⌦ch

2
, ns, As,

P
m⌫ , ⌧}.

Bi is the bias amplitude parameter of the ith bin. We
take the fiducial values for ⌧ and

P
m⌫ to be 0.06 and a

minimum value of 60 meV, respectively. We fix w = �1.
Finally, we combine the above Fisher matrix with the

primordial CMB and BAO Fisher matrices and compute
the marginalized constraints as Cov(✓i, ✓j) = (F�1)ij .

RESULTS AND INTERPRETATION

With the Fisher matrix formalism described above,
Fig. 2 presents forecasts of 1� constraints on the sum
of neutrino masses, marginalized over ⇤CDM param-
eters and linear galaxy biases in all redshift bins, for
kmax = 0.3 hMpc�1. No prior on the optical depth
to reionization is included. With the LSST Optimistic
sample split into 16 bins in the range z = 0 � 7, com-
bining LSST clustering and CMB lensing from S4 gives
�(

P
m⌫) = 55 meV. Adding the primordial CMB infor-

mation (without any prior on ⌧), we can achieve a con-
straint of 33 meV, corresponding to a ⇡ 1.8� detection
on the minimum value of

P
m⌫ for the normal hierar-

chy. Using the parameter constraints from S4, we gain ⇡
7% improvement in forecasts relative to the Planck pri-
mary CMB Fisher matrix. Hereafter in this analysis, we

�(
P

m⌫) [meV]

Lens + Planck/S4 T&P + DESI

kmax �(⌧) = 0.01 0.005 0.002

0.3 25 17 12

�(
P

m⌫) [meV] (Gold/Optimistic)

Lens + LSST + Planck/S4 T&P + DESI

kmax �(⌧) = 0.01 0.005 0.002

0.3 22 / 20 16 / 16 11 / 10

TABLE II: Forecasts of the neutrino mass constraints with di↵erent
flat priors on the optical depth assumed. Top: Combining CMB-
S4 lensing, S4 primary CMB (with Planck co-added), and DESI
BAO information. Bottom: LSST clustering added. As in Table I,
numbers on the left assume the Gold sample, and those on the right
assume the Optimistic sample.

use S4 primary CMB information with Planck co-added.
Finally, with the the DESI BAO measurements added,
we can achieve �(

P
m⌫) = 24 meV, reaching a ⇡ 2.5�

measurement of the minimal sum of the neutrino mass,
without any optical depth information.

In Fig. 2, we find that adding clustering information at
higher redshift results in significantly better

P
m⌫ con-

straints. A more pessimistic galaxy sample, LSST Gold,
includes significantly less structures in high redshift and
therefore yields only a minimal improvement in the con-
straints for z > 3. However, relative to the LSST Op-
timistic, the �(

P
m⌫) Gold sample constraints are not

significantly worse when primary CMB and DESI infor-
mation are included. We also consider the e↵ect of hav-

FIG. 3: 1� confidence ellipses in the ⌧�
P

m⌫ plane, with di↵erent
combinations of datasets. The solid curves assume no prior on the
optical depth, whereas the dotted curves include a flat prior on ⌧ .
We find that the combination of LSST clustering and CMB-S4 lens-
ing without any ⌧ information (red solid) can achieve constraints
competitive with or slightly better than the ⌧ -limited constraints
possible with CMB-S4 (blue dotted).

Yu, Knight, Sherwin+ (1809.02120)

Ignores scale-dependent bias due to neutrinos
LoVerde 2014, LoVerde 2016, Muñoz & Dvorkin 2018, MS & 
Seljak 2018, Chiang, LoVerde & Villaescusa-Navarro 2019

Example: Sum of neutrino masses

https://arxiv.org/abs/1809.02120
https://arxiv.org/search/?searchtype=author&query=Villaescusa-Navarro%2C+F


Modeling all power spectra for nonlinear scales (high L) 

Photometric redshift errors 

Relationship between galaxies and dark matter (galaxy bias)

Challenges for growth measurements



Other cool things to do with CMB lensing

(1) Joint analysis of CMB and CMB magnification, with covariance 

(2) Estimate unlensed CMB  
 
 
 

(3) Biases of the magnification estimator

Figure 1.2: Illustration of gravitational lensing of CMB photons by large-scale
structure (adapted from [10]).

reconstructing these lenses from the observed CMB we can obtain crucial infor-

mation on e.g. dark energy or the geometry of the universe. Several experiments

will provide high quality CMB data in the next few years, e.g. full-mission Planck

data including polarization, ACT/ACTPol, Polarbear and SPT/SPTpol.

The contribution of this thesis, presented in Chapter 5, is a thorough analysis

of how the reconstructed lensing information can be combined with the primary

CMB data to perform reliably a joint parameter estimation. Such joint analy-

ses are important to break degeneracies that limit the information that can be

extracted from the CMB fluctuations laid down at recombination. The joint anal-

ysis is non-trivial because the part of the lensing information that is present in

the primary CMB power spectrum as well as in the lensing reconstruction is po-

tentially double-counted. We quantify the temperature-lensing cross-correlation

analytically, finding two physical contributions and confirming the results with

simulated lensed CMB maps. This cross-correlation has not been considered be-

fore and it could have turned out to be anywhere between zero and unity. We

also use simulations to test approximations for the likelihood of the lensing re-
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(a) Theoretical matter cosmic variance contribution (D9) (b) Simulations

FIG. 5. (a) Theoretical matter cosmic variance contribution (D9) to the correlation of the unbinned power spectra of recon-
structed lensing potential and lensed temperature. The covariance (D9) is converted to a correlation using the same conversion

factor as in (38). (b) Measured correlation ˆcorrel(Ĉ�̂in�̂in
L�

, ĈT̃ T̃
LT

� ĈTT
LT

) of the input lensing potential power and the di↵erence

of noise-free lensed and unlensed temperature powers in 1000 simulations.

FIG. 6. Left : The approximate contribution to the covariance between [L(L + 1)]2Ĉ�̂�̂
L /(2⇡) and L0(L0 + 1)ĈT̃ T̃

L0 /(2⇡) from
cosmic variance of the lenses, derived from Eq. (D9). Right : The rank-one approximation to the matrix on the left from
retaining only the largest singular value.TODOO: discuss this in main text or appendix

C
T� correlations in all calculations we try to eliminate correlations between the lensing potential and the unlensed

temperature in the simulations by considering

ˆcov(Ĉ �̂�̂
L , Ĉ

T̃ T̃
L0 )|CV(�) = ˆcov(Ĉ �̂in�̂in

L , Ĉ
T̃ T̃
L0 � Ĉ

TT
L0 ), (52)

where Ĉ
�̂in�̂in is the empirical power of the input lensing potential and Ĉ

TT is the empirical power of the unlensed
temperature. Subtracting the unlensed from the lensed empirical power spectrum also reduces the noise of the
covariance estimate because it eliminates the scatter due to cosmic variance of the unlensed temperature. We estimate
the covariance in simulations similarly to (48). As shown in Fig. 5b these measurements agree with the theoretical
expectation from (D9).
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ˆcov(Ĉ �̂�̂
L , Ĉ
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MS, Challinor et al. (2013) 
Peloton, MS, et al. (2017) 

Planck collab. (2013, 2018)

e.g. Sherwin & MS (2015)

Böhm, MS & Sherwin (2016) 
Beck, Fabbian & Errard (2018) 

Böhm, Sherwin et al. (2018)

Planck Collaboration: Gravitational lensing by large-scale structures with Planck
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Fig. 15. Two views of the geometric degeneracy in curved ⇤CDM models which is partially broken by lensing. Left: the degeneracy
in the⌦m-⌦⇤ plane, with samples from Planck+WP+highL colour coded by the value of H0. The contours delimit the 68% and 95%
confidence regions, showing the further improvement from including the lensing likelihood. Right: the degeneracy in the ⌦K-H0
plane, with samples colour coded by ⌦⇤. Spatially-flat models lie along the grey dashed lines.

6.2. Correlation with the ISW Effect

As CMB photons travel to us from the last-scattering surface,
the gravitational potentials they traverse may undergo a non-
negligible amount of evolution. This produces a net redshift or
blueshift of the photons concerned, as they fall into and then
escape from the evolving potentials. The overall result is a con-
tribution to the CMB temperature anisotropy known as the late-
time ISW e↵ect, or the Rees-Sciama (R-S) e↵ect depending on
whether the evolution of the potentials concerned is in the linear
(ISW) or non-linear (R-S) regime of structure formation (Sachs
& Wolfe 1967; Rees & Sciama 1968). In the epoch of dark en-
ergy domination, which occurs after z ⇠ 0.5 for the concor-
dance ⇤CDM cosmology, large-scale potentials tend to decay
over time as space expands, resulting in a net blueshifting of the
CMB photons which traverse these potentials.

In the concordance ⇤CDM model, there is significant over-
lap between the large-scale structure which sources the CMB
lensing potential � and the ISW e↵ect (greater than 90% at
L < 100), although it should be kept in mind that we cannot
observe the ISW component by itself, and so the e↵ective cor-
relation with the total CMB temperature is much smaller, on the
order of 20%.

The correlation between the lensing potential and the ISW
e↵ect results in a non-zero bispectrum or three-point function
for the observed CMB fluctuations. This bispectrum is peaked
for “squeezed” configurations, in which one short leg at low-`
supported by the ISW contribution is matched to the lensing-
induced correlation between two small-scale modes at high-
`. Constraints on the amplitude of the lensing-ISW bispec-
trum using several di↵erent estimators are presented in Planck
Collaboration XXIV (2014). Here we will present an additional
constraint, in which the bispectrum measurement is recast as an
estimate for the amplitude of the cross-spectrum CT�

L , using the
filtering and frequency map combinations of our baseline lensing
reconstruction. Our measurements are in good agreement with
those made in Planck Collaboration XXIV (2014); a detailed
comparison of several lensing-ISW bispectrum estimators, in-
cluding the one used here, is presented in Planck Collaboration
XIX (2014).

Following Lewis et al. (2011), we begin with an estimator for
the cross-spectrum of the lensing potential and the ISW e↵ect as

ĈT�
L =

f �1
sky

2L + 1

X

M

T̂LM�̂
⇤

LM , (45)

where T̂`m = CTT
` T̄`m is the Wiener-filtered temperature map

and �̂ is given in Eq. (13). In Fig. 16 we plot the measured cross-
spectra for our individual frequency reconstructions at 100, 143,
and 217 GHz as well as the MV reconstruction. We also plot the
mean and scatter expected in the fiducial ⇤CDM model.

To compare quantitatively the overall level of the measured
CT�

L correlation to the value in ⇤CDM, we estimate an overall
amplitude for the cross-spectrum as

ÂT� = NT�
LmaxX

L=Lmin

(2L + 1)CT�,fid.
L ĈT�

L /(C
TT
L N��L ). (46)

The overall normalizationNT� is determined from Monte-Carlo
simulations. For our processing of the data, we find that it is well
approximated (at the 5% level) by the analytical approximation

N
T�
⇡

2
6666664

LmaxX

L=Lmin

(2L + 1)
⇣
CT�,fid.

L

⌘2
/(CTT

L N��L )

3
7777775

�1

. (47)

The estimator above is equivalent to the KSW and skew-
C` estimators of Komatsu et al. (2005); Munshi et al.
(2011b) for the lensing-ISW bispectrum that are used in
Planck Collaboration XXIV (2014) (up to implementation de-
tails such as filtering). The mean-field subtraction performed
when computing �̂LM can be identified with the linear term of
Creminelli et al. (2006), which is necessary to minimize the es-
timator variance. The contribution to the total S/N of this esti-
mator as a function of the short leg L is plotted in Fig. 2, where
it can be seen that the constraining power for the fiducial corre-
lation is almost entirely at L < 100.

In Table 2 we present measured values for the amplitude of
the lensing-ISW bispectrum using Eq. (45). The uncertainties on
ÂT� are determined by Monte-Carlo. We use the multipole range
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Science with galaxy catalogs

(1) Bias model at the field level 

(2) Cosmological parameter analysis 

(3) Accounting for skewness 

(4) Getting initial from final conditions

13

Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts
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Overview

We calculate halo density field in PT and compare to simulations 

1. How well does perturbative bias expansion work? 

2. How correlated is the halo density field with the initial conditions? 

3. What are the properties of the noise? 

Joint work with Marko Simonović, Valentin Assassi & Matias Zaldarriaga



Overview

Most of the analyses use n-point functions. Disadvantages: 

These questions have been extensively explored in the past
Desjacques, Jeong, Schmidt: Large-Scale Galaxy Bias

— Cosmic variance, compromise on resolution/size of the box
— At high k hard to disentangle different sources of nonlinearities
— Overfitting (smooth curves, many parameters)
— Only a few lowest n-point functions explored in practice 
— Difficult to isolate and study the noise 



Overview

Advantages: 

Use fields rather than summary statistics

— No cosmic variance, small boxes with high resolution are sufficient
— High S/N at low k, no need to go to the very nonlinear regime
— No overfitting, each Fourier mode (amplitude and phase) is fitted
— “All” n-point functions measured simultaneously
— Easier to isolate and study the noise 

Roth & Porciani (2011)

Baldauf, Schaan, Zaldarriaga (2015)


Lazeyras, Schmit (2017)

Abidi, Baldauf (2018)


McQuinn, D’Aloisio (2018)

Taruya, Nishimichi, Jeong (2018)



Overview

Same initial conditions
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PT model



First predict dark matter (purple), then halos (yellow)

Modeling halo number density



Simple peak model

Whenever dark matter density > threshold, a halo forms

halo formation in peaks

Gaussian fluctuations on various scales 
(described by the power spectrum)

Peak-Background Split
• Schematic Picture:
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Simple peak model

Whenever dark matter density > threshold, a halo forms

halo formation in peaks

Gaussian fluctuations on various scales 
(described by the power spectrum)
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If we zoom out, halos trace the large scale background that 
modulates the small-scale fluctuations and increases P(>threshold).



using fractional deviations from the mean 

and proportionality constant     (related to how likely a halo forms 
when changing the threshold density)

Simple peak model

Tracing the large scale background means halo number density is 
proportional to matter density, if both smoothed on large scales:  

Write this as �g(x) = b1�m(x)
<latexit sha1_base64="XaHcr7zAchcoHCuF4bu18V4pL3I=">AAACOHicbVDLSgMxFM34rPVVdekmWATdlBkVdKFQcOOyglWhU4ZM5k4NJpkhyahlmN/xI/wGtwrudCVu/QLTOgvbeiBwOOdeTu4JU860cd03Z2p6ZnZuvrJQXVxaXlmtra1f6iRTFNo04Ym6DokGziS0DTMcrlMFRIQcrsLb04F/dQdKs0RemH4KXUF6ksWMEmOloNb0JdzTRAgio9y/eyhyXxBzE8b5Q1FU/Qi4IUFvxzq7+ASHgYdLLRfFUA1qdbfhDoEniVeSOirRCmoffpTQTIA0lBOtO56bmm5OlGGUg83MNKSE3pIedCyVRIDu5sNLC7xtlQjHibJPGjxU/27kRGjdF6GdHJyhx72B+J/XyUx81M2ZTDMDkv4GxRnHJsGD2nDEFFDD+5YQqpj9K6Y3RBFqbLkjKaEobCfeeAOT5HKv4e039s4P6s3jsp0K2kRbaAd56BA10RlqoTai6BE9oxf06jw5786n8/U7OuWUOxtoBM73D5EtreE=</latexit>

�g(x) ⌘
ng(x)

hngi
� 1

<latexit sha1_base64="zPWmnTIRWzX9q862OsLLcLaQHNU=">AAACT3icbZA/TyMxEMW9AQ7IcUeAksYiQuKKi3Y5JK6gQKK5EiRCkOIomvXOBgvbu2d7c0Sr/Wh8CErKEy3UdAgnbMG/kSw9vTfjsX9xLoV1YXgbNObmF74sLi03v658+77aWls/s1lhOHZ5JjNzHoNFKTR2nXASz3ODoGKJvfjyaJr3xmisyPSpm+Q4UDDSIhUcnLeGrR7T+I9nSoFOSja+qkqmwF3EaXlVVU2WoHQwHO345Adl+LcQY8pSA7zUtesHJOiRROodZmay+hkNW+2wE86KfhRRLdqkruNh6z9LMl4o1I5LsLYfhbkblGCc4P7GJiss5sAvYYR9LzUotINyBqCi295JaJoZf7SjM/f1RAnK2omKfef0d/Z9NjU/y/qFS38PSqHzwqHmL4vSQlKX0SlNmgiD3MmJF8CN8G+l/AI8H+eZv9kSq8ozid4T+CjOdjvRr87uyV778KCms0Q2yRbZIRHZJ4fkDzkmXcLJNbkj9+QhuAkeg6dG3doIarFB3lRj+Rl0UbZI</latexit>

�m(x) ⌘ ⇢m(x)

h⇢mi � 1
<latexit sha1_base64="tVCTXJMrljgnXrmyqQ9zwu1iRlI=">AAACVXicbZBLTxsxFIWdgQJNaQl02Y1FVAkWjWZopXbRBVI3LEFqACkeRXc8dxILP6a2JxCN5tfxI6ouu2TbrivhJLMojytZOj7H19f+slIK5+P4VydaW3+xsbn1svtq+/Wbnd7u3rkzleU45EYae5mBQyk0Dr3wEi9Li6AyiRfZ1bdFfjFD64TR3/28xFTBRItCcPDBGvdSpvGaG6VA5zWb3TQ1U+CnWVHfNE2X5Sg9jNVBSA4pwx+VmFFWWOA1s1PTBqFHgp5IpCuT2eWu+ZCMe/14EC+LPhVJK/qkrdNx7zfLDa8Uas8lODdK4tKnNVgveLixyyqHJfArmOAoSA0KXVovMTT0fXByWhgblvZ06f7fUYNybq6ycHLxR/c4W5jPZaPKF1/SWuiy8qj5alBRSeoNXTClubDIvZwHAdyK8FbKpxAo+UD+wZRMNYFJ8pjAU3F+NEg+Do7OPvWPv7Z0tsg7sk8OSEI+k2NyQk7JkHByS+7IH/K387PzL1qPNlZHo07b85Y8qGjnHvnPuAU=</latexit>

ng(x) / ⇢m(x)
<latexit sha1_base64="99dFa20NV5ubQOIpaYS4NMUSMrw=">AAACMXicbVDLSsNAFJ34tr6iLt0MFqFuSqKCCi4ENy4r2FpoQphMJ+3gPMLMRC0h3+JH+A1udd2duvUnnLZZWOuBC4dz7uXee+KUUW08b+jMzS8sLi2vrFbW1jc2t9ztnZaWmcKkiSWTqh0jTRgVpGmoYaSdKoJ4zMhdfH818u8eiNJUilszSEnIUU/QhGJkrBS554Egj1hyjkQ3Dx6eijzgyPTjJH8qioqIejUrHsIgVTI1EgaqLyM+1iK36tW9MeAs8UtSBSUakfsZdCXOOBEGM6R1x/dSE+ZIGYoZKSpBpkmK8D3qkY6lAnGiw3z8YgEPrNKFiVS2hIFj9fdEjrjWAx7bztH9+q83Ev/zOplJzsKcijQzRODJoiRj0D47ygt2qSLYsIElCCtqb4W4jxTCxqY6tSXmhc3E/5vALGkd1f3j+tHNSfXyokxnBeyBfVADPjgFl+AaNEATYPAMXsEbeHdenKHz4XxNWueccmYXTMH5/gHLg6ub</latexit>

b1
<latexit sha1_base64="vFL/SH1AeDkXA67O23grfojqbUQ=">AAAB+XicbVA9SwNBEJ31M8avqKXNYhCswl0UtLAI2FhGNB+QHGFvs5cs2d07dveEcOQn2GptJ7b+Gkv/iZvkCpP4YODx3gwz88JEcGM97xutrW9sbm0Xdoq7e/sHh6Wj46aJU01Zg8Yi1u2QGCa4Yg3LrWDtRDMiQ8Fa4ehu6reemTY8Vk92nLBAkoHiEafEOukx7Pm9UtmreDPgVeLnpAw56r3ST7cf01QyZakgxnR8L7FBRrTlVLBJsZsalhA6IgPWcVQRyUyQzU6d4HOn9HEUa1fK4pn6dyIj0pixDF2nJHZolr2p+J/XSW10E2RcJallis4XRanANsbTv3Gfa0atGDtCqObuVkyHRBNqXToLW0I5cZn4ywmskma14l9Wqg9X5dptnk4BTuEMLsCHa6jBPdShARQG8AKv8IYy9I4+0Oe8dQ3lMyewAPT1C5XxlB4=</latexit>



using fractional deviations from the mean 

and proportionality constant     (related to how likely a halo forms 
when changing the threshold density)
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logM [h�1M�] n̄ [(h�1Mpc)�3] n̄ is comparable to

10.8� 11.8 4.3⇥ 10�2 LSST [80, 81], Billion Object Apparatus [82]
11.8� 12.8 5.7⇥ 10�3 SPHEREx [83, 84]
12.8� 13.8 5.6⇥ 10�4 BOSS CMASS [85], DESI [86, 87], Euclid [88–90]
13.8� 15.2 2.6⇥ 10�5 Cluster catalogs

Table I. Simulated halo populations at z = 0.6.

unchanged. The shifted squared density �̃2 and shifted tidal field G̃2 are computed similarly, using �
2
1
(q) or G2(q) for

the particle mass.

Next, the fields entering the model are orthogonalized using the Gram-Schmidt procedure in Eq. (27). Details
specific to this orthogonalization procedure are described in Appendix C. Finally, we compute all power spectra
between these orthogonalized model contributions and the true halo density obtained from an N-body simulation
started from the same linear density, get the optimal model transfer functions �i(k) using linear regression (40), and
sum up the model contributions weighted by the transfer functions.

B. Phase-Matched N-body Simulations

The phase-matched N-body simulations are generated as follows. Using the same initial linear Gaussian density as
above, initial particle positions and velocities at z = 99 are set up using the Zel’dovich approximation for 15363 dark
matter particles in a L = 500 h

�1Mpc box. These particles are evolved to redshift z = 0.6 using the TreePM N-body
code MP-Gadget [76, 77], with Nmesh = 3072 for the particle-mesh (PM) grid. The code makes about 4200 time steps
to reach z = 0.6. The mass of each dark matter particle is 2.94 ⇥ 109

h
�1M�.

In the resulting dark matter snapshot we identify halos using the standard friends-of-friends (FOF) algorithm with
linking length of 0.2 using nbodykit [78, 79]. We require halos to have at least 25 dark matter particles, corresponding
to a minimum halo mass of 7.4 ⇥ 1010

h
�1M�; the heaviest halo weighs about 1.3 ⇥ 1015

h
�1M�. We define four halo

mass bins with number densities roughly corresponding to di↵erent future experiments as indicated in Table I. For
each mass bin we compute the halo density on a 5123 grid using standard CIC painting.

To estimate uncertainties, we generate five independent realizations of the linear density using di↵erent random
seeds, and generate the bias expansion density and simulations for each of these five realizations. Whenever we
compare model and simulations we first compute their di↵erence for each random seed and then average the result
over the five realizations, to avoid sample variance.

We will refer to these simulations as the ground truth, and we will ask how well the analytic halo bias expansion
can describe them. Of course, the simulations could be made more realistic by populating the halos with galaxies and
including redshift space distortions, but we will restrict ourselves to halos in real space in this work.

C. Determining Bias Transfer Functions

To compute the bias transfer functions �i(k) we minimize the mean-square model error defined in Eq. (6),

Perr(k) =
1

Nmodes(k)

X

k,|k|⇡k

|�
truth

h (k) � �
model

h (k)|2, (37)

in every k bin. This minimization is meaningful because Perr is non-negative and vanishes if and only if the amplitude
and phases of all Fourier modes match perfectly,

Perr(k) = 0 , �
truth

h (k) = �
model

h (k) for all k with |k| ⇡ k. (38)

Since all bias expansions that we consider are of the form

�
model

h (k) = c(k) +
X

i

�i(k)Oi(k), (39)

Ran 5 MP-Gadget1 DM-only N-body sims with 15363 DM particles, 
30723 mesh for PM forces, L=500 Mpc/h, 

~4000 time steps to evolve z=99 to z=0.6 

4 FoF halo mass bins

1Feng et al. https://github.com/bluetides-project/MP-Gadget 
[derived from P-Gadget]

mptcle = 2.9⇥ 109 M�/h
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Test of linear model

Reasonable prediction on large scales 

Missing some structure on small scales

MS, Simonović et al. (2019)
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts
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Simulation 
(= truth)

Model b1�m(x)
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Nonlinear model

So far used linear model 

�g(x) = b1�m(x)
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Nonlinear model

So far used linear model 

Include all nonlinear terms allowed by symmetries (EFT) 

Fit parameters     by minimizing mean-squared error (least-squares 
‘polynomial’ regression) 

bi
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MS, Simonović et al. (2019)

�g(x) = b1�m(x) + b2�
2
m(x) + tidal term + b3�

3
m(x) + · · ·
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such that the Eulerian coordinates x of a halo at the initial position q are given by x = q +  (q). The overdensity
generated in this way is given by

1 + �h(x) =
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d3q (1 + �h(q)) �D(x � q � (q)) , (12)

where �D is the Dirac delta. The Fourier transform of this field in Eulerian space is
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�ik·(q+ (q))
. (13)

For simplicity, in this equation and in the rest of the paper we restrict the range of momenta to k 6= 0, so that the zero
modes or mean density do not enter our formulas. The nonlinear displacement from Lagrangian to Eulerian position
can be expanded in a perturbative series  =  1 +  2 + · · · . At first order, we have the well-known Zel’dovich
approximation [69]
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The second-order displacement can be written as

 2(q) = �
3

14

Z

k
e
ik·q ik

k2
G2(k) . (15)

Using the perturbative description of the nonlinear displacement field and expanding the exponent e
�ik· (q) in Eq. (13)

it is possible to recover the usual Standard Eulerian bias expansion. This procedure also fixes the relation between
Lagrangian bias parameters and their Standard Eulerian counterparts. Of course, this is not a surprise, as we expect
the two descriptions to agree order by order in perturbation theory.

On the other hand we do not want to expand the full nonlinear displacement. We are going to keep the largest
part  1(q) exponentiated and expand only the higher-order terms.3 In this way the largest part of the problematic
IR displacements is not expanded in perturbation theory. With this in mind, we can rewrite Eq. (13) in the following
way
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where the new contributions come from expanding the second (and higher) order displacement field in the exponent.
It is important to stress that at leading order this new term can be expressed through the second order operator G2

(see Eq. (15)). Therefore, at second order in perturbation theory, expanding the nonlinear terms in the displacement
field  (q) only shifts some of the standard Lagrangian bias parameters by a calculable constant. We will give more
details about higher order terms in Section VIII.

The previous expression motivates us to write down the bias expansion in Eulerian space in terms of shifted
operators, that are defined in the following way
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), G2, . . .}.4 We would like to stress again a few important advantages that this

description has: (a) The shifted operators are written in Eulerian space and therefore allow for easy comparisons
with simulations and quantification of their importance. (b) The large displacement terms  1(q) are kept resummed,
which is crucial for comparisons with simulations on the level of realizations. Notice that this also implies that in

3 Let us define W (k) to be a low-pass filter, compared to the wavelength of a Fourier mode �1(k). For a given wavenumber k, the
linear displacement can be split into the long-wavelength and short-wavelength part:  1 =  L
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1 , where  L

1 = W (k) 1 and
 S

1 = (1�W (k)) 1. The e↵ect of  L
1 on the short modes is fixed by the Equivalence Principle. Therefore, strictly speaking, only  L

1
should be kept exponentiated and in any perturbative calculation  S

1 has to be expanded order by order in perturbation theory. The
error in our formulas introduced by keeping the full  1 in the exponent is always higher order in  S

1 than terms we calculate. Also,
this error is mainly relevant on small scales. In order to keep the formulas simple, we decide not to do the long-short splitting in our
calculation.

4 Notice that these shifted fields are not just given by a translation of the position argument because they implicitly include the inverse
of the determinant of the Jacobian @xi/@qj due to the coordinate transformation. This is similar to the Zel’dovich density, which is
given by a uniform field in Lagrangian space shifted by  1(q).
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it is possible to recover the usual Standard Eulerian bias expansion. This procedure also fixes the relation between
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3 Let us define W (k) to be a low-pass filter, compared to the wavelength of a Fourier mode �1(k). For a given wavenumber k, the
linear displacement can be split into the long-wavelength and short-wavelength part:  1 =  L

1 +  S
1 , where  L

1 = W (k) 1 and
 S

1 = (1�W (k)) 1. The e↵ect of  L
1 on the short modes is fixed by the Equivalence Principle. Therefore, strictly speaking, only  L

1
should be kept exponentiated and in any perturbative calculation  S

1 has to be expanded order by order in perturbation theory. The
error in our formulas introduced by keeping the full  1 in the exponent is always higher order in  S

1 than terms we calculate. Also,
this error is mainly relevant on small scales. In order to keep the formulas simple, we decide not to do the long-short splitting in our
calculation.

4 Notice that these shifted fields are not just given by a translation of the position argument because they implicitly include the inverse
of the determinant of the Jacobian @xi/@qj due to the coordinate transformation. This is similar to the Zel’dovich density, which is
given by a uniform field in Lagrangian space shifted by  1(q).

Usual approximation in (C)LPT for example: Vlah, Castorina, White (2016)
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completely uncorrelated on scales smaller than O(10) h
�1Mpc.1 This is precisely what happens in Standard Eulerian

perturbation theory, making it deficient for the description of realizations of dark matter or halo density fields. We
will come back to the details of this failure of Standard Eulerian perturbation theory in Section VII.

On the other hand, in Lagrangian perturbation theory the large IR displacements are naturally taken into account.
However, this framework has a di↵erent problem. It predicts only the nonlinear displacement field  and not the
density field �. Going from one to the other is a nontrivial step. Given that the relation between � and  is very
nonlinear, even a very good knowledge of the displacement field up to some scale does not guarantee that the density
field will be correct up to the same scale with the same precision [67, 68].

In this paper we present one possible perturbative description that circumvents these problems by constructing a
bias expansion tailored to describe biased tracers at the field level. We put forward the following requirements:

(a) The bias expansion must be perturbative;

(b) The bias operators have to be written in Eulerian space, given that we are comparing theoretical predictions
and simulations of the final Eulerian density field;

(c) The large IR displacements have to be treated non-perturbatively.

Our strategy to achieve all of these goals is to combine the virtues of Eulerian and Lagrangian descriptions into a
hybrid scheme. We start with the description of biased tracers in Lagrangian space. The displacement field is then
split into the dominant linear contribution and smaller higher order corrections. The nonlinear corrections to  are
treated perturbatively, while the linear piece is kept in the exponent. In this way, the dominant part of the large
displacements can be treated exactly, and the resulting operators once written in Eulerian space are automatically
IR-resummed. In the rest of this section we give the details of this construction.

The proto-halo density field at Lagrangian position q is modeled using a bias expansion in the linear Lagrangian-
space density �1(q):
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L
h(q) = b
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is the r.m.s. fluctuation of the linear density field
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and the operator G2(q) is defined as2

G2(q) ⌘


@i@j

@2
�1(q)

�2

� �
2

1
(q) . (10)

The representation of this operator in momentum space is given by

G2(k) =

Z

p


(p · (k � p))2

p2|k � p|2
� 1

�
�1(p) �1(k � p) . (11)

Notice that we are using notation in which
R
p ⌘

R
d3p/(2⇡)3. In the bias expansion (8) we kept only terms up to

second order in perturbation theory. We will continue to work at this order throughout this section, because it is
su�cient for introducing notation and motivating the bias model that we are going to use to make comparisons with
simulations. The higher order or higher derivative operators needed for the consistent one-loop calculation can be
straightforwardly included. We will come back to this in Section VIII.

The bias expansion in Eq. (8) is in Lagrangian space. In order to go to Eulerian space, let us start from Eq. (8) and
include the gravitational evolution. The gravitational evolution is encoded in the nonlinear displacement field  (q),

1 It is important to stress that the e↵ect of this decorrelation is much more dramatic at the field level than for the correlation functions.
This is due to the general statement that the e↵ects of bulk flows have to cancel in equal time n-point functions [58–61]. The only
exception to this theorem are cases in which there are sharp features in the correlation function, such as the BAO peak. For example,
the only e↵ect of large displacements on the power spectrum is to smooth out the BAO wiggles (or spread the BAO peak in real space
two-point function) [62–66], while the smooth part of the power spectrum at small scales remains unchanged.

2 The basis of operators at second order (and higher orders) in perturbation theory is not unique. One of the advantages of working with
{�21 ,G2} is that the auto-power spectrum of G2 and its cross-spectrum with �21 vanish in the low-k limit. This simplifies our analysis
and helps to disentangle relevant contributions to the shot noise in the low-k limit. For other common choices of the basis operators
and their relation to {�21 ,G2} see [1].
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such that the Eulerian coordinates x of a halo at the initial position q are given by x = q +  (q). The overdensity
generated in this way is given by

1 + �h(x) =

Z
d3q (1 + �h(q)) �D(x � q � (q)) , (12)

where �D is the Dirac delta. The Fourier transform of this field in Eulerian space is

�h(k) ⌘

Z
d3x (1 + �h(x)) e

�ik·x =

Z
d3q (1 + �h(q)) e

�ik·(q+ (q))
. (13)

For simplicity, in this equation and in the rest of the paper we restrict the range of momenta to k 6= 0, so that the zero
modes or mean density do not enter our formulas. The nonlinear displacement from Lagrangian to Eulerian position
can be expanded in a perturbative series  =  1 +  2 + · · · . At first order, we have the well-known Zel’dovich
approximation [69]

 1(q) =

Z

k
e
ik·q ik

k2
�1(k) . (14)

The second-order displacement can be written as

 2(q) = �
3

14

Z

k
e
ik·q ik

k2
G2(k) . (15)

Using the perturbative description of the nonlinear displacement field and expanding the exponent e
�ik· (q) in Eq. (13)

it is possible to recover the usual Standard Eulerian bias expansion. This procedure also fixes the relation between
Lagrangian bias parameters and their Standard Eulerian counterparts. Of course, this is not a surprise, as we expect
the two descriptions to agree order by order in perturbation theory.

On the other hand we do not want to expand the full nonlinear displacement. We are going to keep the largest
part  1(q) exponentiated and expand only the higher-order terms.3 In this way the largest part of the problematic
IR displacements is not expanded in perturbation theory. With this in mind, we can rewrite Eq. (13) in the following
way
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1
) + b

L
G2
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� ik · 2(q) + · · ·
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e
�ik·(q+ 1(q))

, (16)

where the new contributions come from expanding the second (and higher) order displacement field in the exponent.
It is important to stress that at leading order this new term can be expressed through the second order operator G2

(see Eq. (15)). Therefore, at second order in perturbation theory, expanding the nonlinear terms in the displacement
field  (q) only shifts some of the standard Lagrangian bias parameters by a calculable constant. We will give more
details about higher order terms in Section VIII.

The previous expression motivates us to write down the bias expansion in Eulerian space in terms of shifted
operators, that are defined in the following way

Õ(k) ⌘

Z
d3q O(q) e

�ik·(q+ 1(q))
, (17)

where O 2 {1, �1, �2 ⌘ (�2
1

� �
2
1
), G2, . . .}.4 We would like to stress again a few important advantages that this

description has: (a) The shifted operators are written in Eulerian space and therefore allow for easy comparisons
with simulations and quantification of their importance. (b) The large displacement terms  1(q) are kept resummed,
which is crucial for comparisons with simulations on the level of realizations. Notice that this also implies that in

3 Let us define W (k) to be a low-pass filter, compared to the wavelength of a Fourier mode �1(k). For a given wavenumber k, the
linear displacement can be split into the long-wavelength and short-wavelength part:  1 =  L

1 +  S
1 , where  L

1 = W (k) 1 and
 S

1 = (1�W (k)) 1. The e↵ect of  L
1 on the short modes is fixed by the Equivalence Principle. Therefore, strictly speaking, only  L

1
should be kept exponentiated and in any perturbative calculation  S

1 has to be expanded order by order in perturbation theory. The
error in our formulas introduced by keeping the full  1 in the exponent is always higher order in  S

1 than terms we calculate. Also,
this error is mainly relevant on small scales. In order to keep the formulas simple, we decide not to do the long-short splitting in our
calculation.

4 Notice that these shifted fields are not just given by a translation of the position argument because they implicitly include the inverse
of the determinant of the Jacobian @xi/@qj due to the coordinate transformation. This is similar to the Zel’dovich density, which is
given by a uniform field in Lagrangian space shifted by  1(q).
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this description the BAO wiggles are properly suppressed (the BAO peak is spread). However, the model is still
perturbative in small quantities, such as derivatives of the linear displacement �1 = �r · 1. (c) The shifted operators
are easy to generate on 3-d grids for given initial conditions, by simply displacing properly weighted particles from
Lagrangian to Eulerian space, using the Zel’dovich displacement. Also, the theoretical calculation of the power spectra
of shifted operators is quite straightforward (see Section VIII C).

It is important to point out that the correlation functions of shifted operators have a familiar form, for instance

hÕi(k)Õj(�k)i =

Z
d
3q hOi(q)Oj(0) e

�ik·( 1(q)� 1(0))ie
�ik·q

. (18)

The expression on the r.h.s. is very common in Lagrangian perturbation theory. This connection is not surprising,
given that we start our derivation in Lagrangian space. Even though we have come to the definition of the shifted
operators using a di↵erent motivation, a lot of literature already exists on the power spectrum of biased tracers in
Lagrangian perturbation theory. In this paper we are going to use some results presented there. For some recent
developments, such as Convolution Lagrangian E↵ective Field Theory, see for example [57, 70–72] and references
therein.

One term in the previous equations that has a somewhat special role is the shift of a uniform density. This
contribution to �h(k) is equal to the Zel’dovich density field

�Z(k) ⌘

Z
d3q e

�ik·(q+ 1(q))
. (19)

This term is fixed by dynamics and it is not a part of the bias expansion in the usual sense (it has no free parameters).
However, �Z(k) can be also expanded in the basis of shifted operators. We show in Appendix A that the Zel’dovich
density field can be written as

�Z(k) = �̃1(k) +
1

2
G̃2(k) �

1

3
G̃3(k) + · · · , (20)

where G̃3 is a cubic operator analogous to G̃2 (see Appendix D). In other words, �Z(k) can be absorbed in the bias
expansion by simply changing the bias parameters. Of course, this is just a choice, and there is nothing wrong in
keeping �Z explicitly in the formulas. As we are going to see later, di↵erent choices may be more appropriate for
di↵erent applications. Let us point out that in the formula (20) the displacements  1(q) are treated exactly. In other
words, the exponential e

�ik· 1(q) is never expanded in  1(q). The only expansion parameter is the derivative of the
displacement, r ·  1(q) = ��1(q), which is a small quantity.5 This is consistent with the way the shifted operators
are defined.

To conclude, using the basis of shifted operators we can write the bias expansion of the halo density field in Eulerian
coordinates, up to second order in perturbation theory, in the following way

�h(k) = b1 �̃1(k) + b2 �̃2(k) + bG2 G̃2(k) + · · · . (21)

This is the main result of this section. Notice that the new bias parameters bi di↵er from the original Lagrangian
biases b

L
i by a constant. This di↵erence comes from expanding the nonlinear part of the displacement (Eq. (16)) and

writing the Zel’dovich density field in terms of shifted operators (Eq. (20)). We give the explicit relation of bi and b
L
i

in Section VIII. Equation (21) has a similar structure as the usual Standard Eulerian bias expansion

�h(k) = b
E
1

�(k) + b
E
2

�2(k) + b
E
G2

G2(k) + · · · , (22)

where �2(k) ⌘ �
2(k). Notice that all fields in this equation are nonlinear. Apart from the IR resummation of the large

displacements, one important di↵erence compared to the expansion in terms of Õ is that in Eq. (21) all operators are
expressed in terms of the linear field �1. As we are going to see, for the purposes of describing the biased tracers on
the field level, this is another important virtue of the expansion (21).

5 This may seem counterintuitive at the first sight, because there are no derivatives of the displacement field in Eq. (19). However, they
do appear once the momentum k in e�ik· 1(q) is written as a derivative with respect to q. A much easier derivation of Eq. (20) is in
real space, as presented in Appendix A.
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with simulations and quantification of their importance. (b) The large displacement terms  1(q) are kept resummed,
which is crucial for comparisons with simulations on the level of realizations. Notice that this also implies that in
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Motivates bias expansion in “shifted” operators (incl. bulk flows)
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modes or mean density do not enter our formulas. The nonlinear displacement from Lagrangian to Eulerian position
can be expanded in a perturbative series  =  1 +  2 + · · · . At first order, we have the well-known Zel’dovich
approximation [69]

 1(q) =

Z

k
e
ik·q ik

k2
�1(k) . (14)

The second-order displacement can be written as

 2(q) = �
3
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Z

k
e
ik·q ik

k2
G2(k) . (15)

Using the perturbative description of the nonlinear displacement field and expanding the exponent e
�ik· (q) in Eq. (13)

it is possible to recover the usual Standard Eulerian bias expansion. This procedure also fixes the relation between
Lagrangian bias parameters and their Standard Eulerian counterparts. Of course, this is not a surprise, as we expect
the two descriptions to agree order by order in perturbation theory.

On the other hand we do not want to expand the full nonlinear displacement. We are going to keep the largest
part  1(q) exponentiated and expand only the higher-order terms.3 In this way the largest part of the problematic
IR displacements is not expanded in perturbation theory. With this in mind, we can rewrite Eq. (13) in the following
way

�h(k) =

Z
d3q

⇣
1 + b

L
1
�1(q) + b

L
2
(�2

1
(q) � �

2

1
) + b

L
G2

G2(q) + · · ·

� ik · 2(q) + · · ·

⌘
e
�ik·(q+ 1(q))

, (16)

where the new contributions come from expanding the second (and higher) order displacement field in the exponent.
It is important to stress that at leading order this new term can be expressed through the second order operator G2

(see Eq. (15)). Therefore, at second order in perturbation theory, expanding the nonlinear terms in the displacement
field  (q) only shifts some of the standard Lagrangian bias parameters by a calculable constant. We will give more
details about higher order terms in Section VIII.

The previous expression motivates us to write down the bias expansion in Eulerian space in terms of shifted
operators, that are defined in the following way

Õ(k) ⌘

Z
d3q O(q) e

�ik·(q+ 1(q))
, (17)

where O 2 {1, �1, �2 ⌘ (�2
1

� �
2
1
), G2, . . .}.4 We would like to stress again a few important advantages that this

description has: (a) The shifted operators are written in Eulerian space and therefore allow for easy comparisons
with simulations and quantification of their importance. (b) The large displacement terms  1(q) are kept resummed,
which is crucial for comparisons with simulations on the level of realizations. Notice that this also implies that in

3 Let us define W (k) to be a low-pass filter, compared to the wavelength of a Fourier mode �1(k). For a given wavenumber k, the
linear displacement can be split into the long-wavelength and short-wavelength part:  1 =  L

1 +  S
1 , where  L

1 = W (k) 1 and
 S

1 = (1�W (k)) 1. The e↵ect of  L
1 on the short modes is fixed by the Equivalence Principle. Therefore, strictly speaking, only  L

1
should be kept exponentiated and in any perturbative calculation  S

1 has to be expanded order by order in perturbation theory. The
error in our formulas introduced by keeping the full  1 in the exponent is always higher order in  S

1 than terms we calculate. Also,
this error is mainly relevant on small scales. In order to keep the formulas simple, we decide not to do the long-short splitting in our
calculation.

4 Notice that these shifted fields are not just given by a translation of the position argument because they implicitly include the inverse
of the determinant of the Jacobian @xi/@qj due to the coordinate transformation. This is similar to the Zel’dovich density, which is
given by a uniform field in Lagrangian space shifted by  1(q).

Motivates bias expansion in “shifted” operators (incl. bulk flows)

Result is in Eulerian space so easy to compare against simulations 

Has IR resummation, giving correct halo positions and BAO spread 

Model is perturbative, only linear fields used in the construction 

Power spectrum agrees with resummed 1-loop PT



Model on the grid

Distribute 15363 particles on regular grid 

Assign artificial particle masses 

Displace by linear displacement 

Interpolate to Eulerian grid using CIC weighted by particle masses 

[Very similar to generating N-body initial conds./Zeldovich density]

mi = O(qi)
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts

�g
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Test of nonlinear model

MS, Simonović et al. (2019)
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts
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simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts

Much better agreement than previous model

Simulation 
(= truth)



Measures of success

Error power spectrum (= MSE per wavenumber k) 

Cross-correlation between model and truth

rcc(k) =
h�truth(k)�⇤model(k)ip
Ptruth(k)Pmodel(k)
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For best-fit model,                                      , so focus on         herePerr = Ptruth(1� r2cc)
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Error power spectrum (= MSE)

Poisson noise 1/n̄

Perr = h|�truthh � �model
h |2i

Simulated halos (truth)
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Tried many other nonlinear bias operators

Give few times larger model error 
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Figure 20. Left panel: Model error power spectrum for Standard Eulerian bias models, for the lowest halo mass bin. Using the
nonlinear dark matter �NL from simulations as the input for the Standard Eulerian bias model (purple) creates a large error on
large scales because it involves squaring �NL, which is rather UV-sensitive. Alternatively, using the perturbative dark matter
density as the input to the bias model (dark orange) is treating large bulk flows perturbatively, which causes a decorrelation
between the model and the true halo density that shows up as a bump in the model error at k & 0.1 hMpc�1. The quadratic
model with shifted bias operators (bright orange) avoids both of these issues by squaring the linear density in Lagrangian
space, where this operation is less UV sensitive, and then shifting the resulting field to Eulerian space to achieve coherence with
the Eulerian-space halo density of the simulations. Right panel: Similar, but with Gaussian smoothing applied to �NL before
computing the quadratic bias operators. For larger smoothing scale R, the model error becomes larger because we keep less
of the small-scale modes in �2NL that describe the large-scale halo density. Gaussian smoothing does therefore not resolve the
above issues of Standard Eulerian bias. In both panels, the width of the shaded regions at low k represents the 1� uncertainty
estimated as the standard error of the mean of the five independent simulations; at high k, the uncertainty is smaller than the
width of the curves.

Let us compute the r.h.s. of this equation using Standard Eulerian perturbation theory. On large scales we expect
�

E
1
(k) to be close to b

E
1

with corrections of order Ploop/P11. However, at next-to-leading order, we find that the transfer
function is

�
E
1
(k) = b

E
1

✓
1 +

P13(k)

P11(k)

◆
, (100)

where P13 is one of the two contributions to the matter power spectrum at one loop Ploop ⌘ 2P13+P22 [104]. Famously,
due to a large contribution from the IR shift terms, P13 is much larger than Ploop [66], and being large and negative
causes a significant decay of the transfer function even on scales larger than the nonlinear scale. This decorrelation
means that even in the perturbative regime the model fails to predict the halo density field. As a result, the residual
noise becomes large and strongly scale-dependent. We find

Perr(k) = h|✏̂(k)|2i ⌘ h|�h(k) � �
E
1
(k)�1(k)|2i =

↵

n̄
+ (bE

1
)2P22(k) . (101)

Of course, the residual noise gets corrections from higher-order loop contributions too. However, the P22 term is
already much larger than the naive expectation—the one-loop power spectrum. To conclude, if Standard Eulerian
perturbation theory is used to predict the realization of the halo density field, we expect to find a model error which
becomes large and strongly scale dependent around the nonlinear scale.

To test this expectation we use the model in Eq. (94) and compare it to simulations. The plot of the power spectrum
of the model error normalized to the Poisson prediction is shown in Fig. 20. As we expect, this model works very
well at large scales, and in the limit k ! 0 the noise is close to the Poisson expectation. However, already around
k ⇠ 0.1 hMpc�1 the noise becomes scale-dependent and sharply rises. This is due to the decorrelation of the predicted
and simulated halo density fields at these scales. In the high k limit, when the transfer functions approach zero, the
power spectrum of the model error by definition approaches the halo power spectrum (black dotted curve). This
creates a characteristic bump in the noise curve. Notice that the same quadratic model written in terms of shifted
operators performs much better and has the constant noise practically all the way to k ⇠ 1 hMpc�1.

MS, Simonović et al. (2019)
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Scale dependence of the error

±1% of Phh

Expanding �Z

Quadratic bias

Cubic bias

Linear Std.

Eul. bias

Scale dependence of the noise important around the nonlinear scale 
Potentially dangerous because can bias cosmological parameters



kmax up to which noise is constant

kmax when scale dependence of Perr is detectable with 1σ in V=10 
h-3Gpc3 volume (or V=0.5 in brackets):

24

kmax [hMpc�1]
logM [h�1M�] n̄ [(h�1Mpc)�3] Lin. Std. Eul. Cubic

10.8� 11.8 4.3⇥ 10�2 0.1 (0.14) 0.3 (0.37)
11.8� 12.8 5.7⇥ 10�3 0.08 (0.1) 0.18 (0.24)
12.8� 13.8 5.6⇥ 10�4 0.07 (0.1) 0.13 (0.18)
13.8� 15.2 2.6⇥ 10�5 0.1 (0.14) 0.24 (0.32)

Table IV. Maximum wavenumber kmax when a scale dependence of the model error can be detected with 1� in a 10h�3Gpc3

volume (or in a 0.5h�3Gpc3 volume, shown in brackets), for the linear Standard Eulerian and the cubic bias models. The kmax

of the cubic model is typically 2 to 3 higher than that of linear Standard Eulerian bias. This can improve measurements of
cosmological parameters that a↵ect the galaxy power spectrum at these scales, for example the sum of neutrino masses. The
values carry a significant uncertainty due to the noise in our measurement of the model error, as shown in Fig. 11.

as a function of the survey volume. We also summarize this in Table IV for two survey volumes.

For the linear Standard Eulerian bias we find the following. For the lowest halo mass bin, the scale dependence
becomes significant for kmax ' 0.1 hMpc�1 in a 10 h

�3Gpc3 volume or for kmax ' 0.14 hMpc�1 in a 0.5 h
�3Gpc3

volume. For the highest halo mass bin, the critical kmax is similar, while for the intermediate mass halos it is somewhat
lower, kmax ' 0.07 � 0.1 hMpc�1. For the cubic bias model, the model error is much less scale-dependent, and its
scale dependence becomes a 1� e↵ect only at higher kmax, typically around kmax ' 0.15� 0.3 hMpc�1 (see Table IV).

The cubic model therefore extends the k range where an analysis with scale-independent model error may in
principle be safe by a factor of 2 to 3 compared to the linear Standard Eulerian bias model. In principle, this could

reduce cosmic variance error bars of parameters by a factor of
p

Nmodes / k
3/2

max ' 3 � 5. To illustrate the resulting
increase in constraining power, we consider an idealized example where all parameters are fixed except for the overall
amplitude A of the clustering part of the halo power spectrum, and ask how well this amplitude can be measured.
For this purpose, bold black lines in Fig. 11 show for what volume and kmax the amplitude A can be constrained to
1%, 0.5%, or 0.1% (the lines are obtained similarly to Eq. (47) but summing over (Pmodel/Ptruth)2).

For the lowest halo mass bin, using the linear Standard Eulerian bias with a scale-independent model error can
safely constrain the amplitude A to 0.5% if the volume is larger than ⇠ 3 h

�3Gpc3 (corresponding to volumes where
the black long-dashed curve in Fig. 11 is in the grey shaded area). In contrast, using cubic bias for these halos,
the amplitude can be constrained to 0.1% if the volume is larger than ⇠ 3 h

�3Gpc3, because the model error is less
scale-dependent.

For the more massive halos with a more realistic number density, the scale dependence of the error becomes relevant
on larger scales, so that the amplitude cannot be constrained as well, typically �A/A ' 0.7 � 1% for linear Standard
Eulerian bias and �A/A ' 0.3 � 0.5% for cubic bias in a 3 h

�3Gpc3 volume. Therefore, parameter constraints that
rely on measuring the halo power spectrum at redshift z = 0.6 with subpercent level precision while assuming a
scale-independent model error or shot noise will require nonlinear bias terms, or a rather large volume, Vsurvey >

10 h
�3Gpc3.15

We can also ask what volume and kmax are needed to constrain the model amplitude A with a certain precision. Let
us pick the halo sample in the upper right panel in Fig. 11. If this is modeled with linear Standard Eulerian bias, a 1%
amplitude measurement is possible by using all modes up to kmax = 0.1 hMpc�1 in a 1 h

�3Gpc3 volume. Or one could
observe a larger volume, so that there are more 3-d modes per k, and use a lower kmax. Using kmax > 0.1 hMpc�1 for
these halos with the linear Standard Eulerian bias model would require accounting for scale-dependent corrections of
Perr. Measuring the amplitude to 0.5% in a volume smaller than 10 h

�3Gpc3 requires a higher kmax. When assuming
Perr = const, this is only possible with the cubic bias model. A 0.1% amplitude measurement is not possible with
these halos when assuming Perr = const, except maybe for very large volumes.

In reality, the signal one is after may only come from some range of scales, and there may be degeneracies between
parameters, so that cosmological parameters will be less well constrained than the simple model amplitude A that
we used above. We also emphasize that the kmax values reported here are only approximate estimates because of
uncertainty in our measurement of Perr(k) from only five simulations. This is indicated by thin grey lines in Fig. 11,
which show how the critical kmax changes when computing the low-k constant part of Perr(k) from a di↵erent k range.

15 As a caveat, the scale dependence of the model error could have a functional form that gets absorbed by nuisance parameters rather
than cosmological parameters. In that case cosmological parameters would remain unbiased even when including scales where the scale
dependence of Perr is significant. Relying on such a coincidence may be challenging though.

Nonlinear bias has 2-3x higher kmax 

⇒ 8-30x more Fourier modes  

⇒ 4-5x smaller error bars (in principle; also have more params!)



Weighting halos by their mass

Halo number density  
(how many halos per cell)

Halo mass density 
(how much halo mass per cell)

used so far more similar to dark matter 
⇒ smaller shot noise

Seljak, Hamaus & Desjacques (2009)  
Hamaus, Seljak & Desjacques (2010, 2011, 2012) 

Cai, Bernstein & Sheth (2011)



Weighting halos by their mass

Shot noise (squared 
model error) 17x 
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Figure 23. Impact of mass weighting on the mean-square model error divided by the Poisson expectation, h|�obsh (k) �
�model
h (k)|2i/(1/n̄). Here �obsh is a weighted sum of halo number and mass density, �obsh (k) = ↵h(k)�

truth
h (k) + ↵M (k)�?M (k),

extracted from simulations. The model is the cubic bias model as before but without �Z , i.e. �
model
h =

P
i2{1,2,G2,3} �i(k)�̃

?
i (k).

The light grey curve asssumes that the halo mass is known perfectly (as measured by the FOF halo finder), the green curves
include a random scatter �M in the halo masses, and the dark grey curve assumes no mass weighting, corresponding to the
no-mass-weighting result presented previously in the paper. Transfer functions ↵µ(k) and �i(k) are optimized as free functions
of k, with ↵µ satisfying the normalization condition (127). At low k, the width of the curves represents the uncertainty of Perr

estimated from the scatter between the five independent simulations; at high k, the estimated uncertainty is smaller.

To be more realistic, green curves in Fig. 23 include a log-normal scatter added to the FOF halo masses.24 We find
that for a 0.4 dex (i.e., factor 2.5) mass scatter, mass weighting is not e↵ective and the model error is only marginally
reduced compared to using just the halo number density. For 0.2 dex (i.e., 60%) mass scatter, however, the large-scale
Perr is reduced relative to no mass weighting by a factor of 1.5� 2 for the three low- and intermediate halo mass bins,
and by a factor of 1.3 for the most massive halos. For 0.1 dex (i.e., 26%) mass scatter, the large-scale Perr is reduced
by a factor of 3 � 5 for the low- and intermediate mass halos, and by a factor of 1.6 for the most massive halos. So
if we can determine halo masses with a scatter of ⇠ 60% or less, this could reduce Perr by factors of a few for halo
samples like ours.

What is the scale dependence of the model error after mass weighting? Fig. 23 shows essentially no scale dependence
for k . 0.1 hMpc�1, but there is a clear scale dependence at higher k, and this tends to be stronger than the scale
dependence of Perr(k) without mass weighting. This could be caused by two-loop terms that are missing in the model
and therefore contribute to the measured Perr(k); after mass weighting, the stochastic noise contribution P✏0✏0 to Perr

might be so small that the missing two-loop terms could be the dominant contribution to Perr at high k, especially
when using a high number density of halos and assuming perfectly known halo mass. Alternatively, the k

2 corrections
to Perr might be larger after mass weighting. Resolving this question is beyond the scope of this paper. Note that in
order to make use of the reduced model error on small scales, one would have to model this increased scale dependence
of the model error or modify the bias model or mass weighting scheme to obtain a flatter Perr.

Fig. 24 shows the cross-correlation coe�cient rcc(k) between the mass-weighted halo field �
obs

h and the best-fit cubic
bias model, and the fractional mean-square model error 1 � r

2
cc. Using exact FOF halo masses with no scatter, the

correlation coe�cient at k ' 0.02 hMpc�1 is between 99.995% and 99.9% (1 � r
2
cc between 0.01% and 0.2%) for

all but the most massive halo bin. This is a substantial improvement over no mass weighting where the correlation

24 I.e., for each halo we replace lnM ! lnM + "� �2
"/2, where " is drawn from a normal distribution with zero mean and variance �2

" ; we

subtract �2
"/2 to ensure that the scatter does not change the average mass hMi of the halo population (note he"i = e�

2
"/2).



Mass weighting questions

How well can halo masses be measured (e.g. BOSS, DESI)? 

What observable properties of galaxies can we use? What sims? 

New ideas to get halo masses? 

For shot noise limited applications, gain may be large 

What if mass estimates are biased? 

Use for BAO reconstruction? (Suffers from high shot noise)



Science with galaxy catalogs

(1) Bias model at the field level 

(2) Cosmological parameter analysis 

(3) Accounting for skewness 

(4) Getting initial from final conditions

13

Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts



(2) Cosmological parameter analysis

Compare model with galaxy catalogs to infer cosmological 
parameters   : Expansion rate, amount of dark matter, curvature, … 

Work with power spectrum             of the galaxy number density 
(variance of fluctuations as a function of scale). 

Monte-Carlo sample     to get posterior
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(2) Cosmological parameter analysis

For sampling, need fast evaluation of the model power spectrum  
(reduce 2D integrals to 1D FFTs) 

 
 
Recently applied to Sloan Digital Sky Survey (SDSS) 

Validated using Masahiro’s challenge simulations

McEwen+ (2016); MS+ (2016); Cataneo+ (2017); Simonović+ (2018)

D’Amico, Gleyzes+; Ivanov, Simonović & Zaldarriaga; Tröster, Sanchez+



(2) Cosmological parameter analysis

Figure 2: The 2d posterior distribution for cosmological parameters extracted from
the BOSS DR12 power spectrum likelihood. We show results for four independent
samples of the BOSS data separately (left panel) and the combined likelihoods (right
panel). In the latter case we also plot the posterior distribution for the parameters
of a similar model (⇤CDM with massive neutrinos) measured from the final Planck
2018 CMB data. H0 is quoted in units [km/s/Mpc].

that the high-z data prefer a smaller �8 than Planck. This tendency has already been
observed in the previous BOSS full-shape analyses [6, 79]. However, the obtained
difference between the Planck and our BOSS measurements is still consistent with a
statistical fluctuation.

The statistical errors of our H0 and ⌦m measurement are comparable with Planck
errorbars for the parameters of the same cosmological model with massive neutrinos.
Note that these parameters do not form principal components for the Planck data,
and hence are relatively poorly measured, e.g. compared to the combination ⌦mh

3,
which controls the angular position of acoustic oscillations in the CMB temperature
power spectrum [80]. This fact is reflected in a well-known degeneracy between H0

and ⌦m, which can be clearly observed in the Planck contours shown in the right
panel of Fig. 2. On the contrary, the degeneracy between these two parameters is
not very strong in the BOSS data, which provide us with more direct measurements
of H0 and ⌦m than Planck.

Our main conclusions remain exactly the same if we use the BBN prior on !b.
Even in this case one can measure H0 and ⌦m quite well using no information from
CMB whatsoever. Remarkably, our ⇠ 3% limit on the late-time matter density
fraction ⌦m is one of the best measurements of this parameter from the LSS data.
We emphasize that this constraint is driven by the shape of the power spectrum.
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Expansion rate rms of fluctuationsAmount of DM

Ivanov+ (arXiv:1909.05277)

Similar precision 
as CMB



Science with galaxy catalogs

(1) Bias model at the field level 

(2) Cosmological parameter analysis 
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts



Normal distribution

Only used power spectrum, i.e. sample variance of each scale

Gaussian random field
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Sufficient if halo/galaxy distribution were a Gaussian random field



Halos

Not normally distributed, pdf is highly skewed

Halo number density

variance

Field value

H
is

to
gr

am

Information in the tails can improve precision of parameter estimates



How to extract information from the tails?

Challenges: 

(a) Distribution has no simple analytical form 

(b) What summary statistics should we use? 

(c) How can we make sure that we extract all the information?



How to extract information from the tails?

Some options: 

(a) Count outliers 

(b) Measure higher-order moments: Skewness, kurtosis, etc 

(c) Reconstruct initial conditions (normally distributed) & measure 
their sample variance



Skewness

Need scale-dependent generalization of skewness 

Correlation of 3 Fourier modes 

Contains info about Big Bang, relation between galaxies and dark 
matter, rms amplitude of fluctuations

⇥ ⇥=
⌦
�(k1) �(k2) �(k3)

↵
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Measuring skewness

Challenging: Can form too many Fourier mode triplets 

Solution 1: In space of all triplets, use simple basis functions to 
capture most of the information 

Solution 2: Given signal of interest, can compute its maximum 
likelihood estimator (matched filter). This reduces to a sum over all 
triplets which can be computed using a few 3D FFTs

MS, Regan & Shellard (2013) 
MS, Baldauf & Seljak (2015)
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts



Getting initial from final conditions

Gravitational force

Initial conditions

Galaxies



Getting initial from final conditions
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Reconstruction
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Getting initial from final conditions

Gravitational force

Goal: Reconstruct initial conditions & measure their sample variance

Reconstruction

Initial conditions

Galaxies



Challenges: 

(a) Forward evolution is highly nonlinear, so how to invert? 

(b) Not injective: Multiple initial conds. can give same final conds. 

(c) Algorithm must be fast to be applicable to data

Getting initial from final conditions



Getting initial from final conditions

Long history — recently quite active:  
Zhu, Yu+ (’17)  
Wang, Yu+ (’17)  
MS, Baldauf+ (’17)  
Seljak, Aslanyan+ ('17)  
Modi, Feng+ (‘18), Shi+ (’18), Hada+ (’18), Modi, White+ (’19), 
Sarpa+ (’19), Schmidt+ (’19), Elsner+ (’19), Yu & Zhu (’19), Zhu, 
White+ (’19) 
 
 

Also sampling (Jasche, Kitaura, Lavaux, Wandelt)  

machine learning (Ho, Li, …) 
 
theory (e.g. MS+ (’15), Hikage+ (’17), Wang+ (’18), Sherwin+ (’18))



Galaxies

Getting initial from final conditions



Galaxies

Getting initial from final conditions



Getting initial from final conditions



‘negative gravitational force‘

Getting initial from final conditions



Uniform catalog

‘negative gravitational force‘

Getting initial from final conditions



Uniform catalog

‘negative gravitational force‘

From path of each galaxy, can estimate initial conditions

MS, Baldauf & Zaldarriaga (2017)

Getting initial from final conditions
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FIG. 3. Broadband shape of reconstructed power spectrum.

True initial conditions

Mass-weighted halos before reconstr.

Reconstruction
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FIG. 3. Broadband shape of reconstructed power spectrum.

True initial conditions

Mass-weighted halos before reconstr.

Reconstruction
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FIG. 3. Broadband shape of reconstructed power spectrum.

True initial conditions

Mass-weighted halos before reconstr.

Reconstruction



 83

3

FIG. 3. Broadband shape of reconstructed power spectrum.

True initial conditions

Mass-weighted halos before reconstr.

Reconstruction
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True initial conditions

Mass-weighted halos before reconstr.

Reconstruction



Measures of success

Error power spectrum (= MSE per wavenumber k) 

Correlation of reconstruction with true initial conditions

Perr(k) ⌘ h|�true ICs(k)� �rec(k)|2i
<latexit sha1_base64="UcJaPhqe2A2Bx6LmRi6hmNmiAuo=">AAACcHicbVFNb9MwGHbCgNGxUeCCtANmFVKHoEq6SduBw6RdtluR6DapLpXjvOms2E6wnULl5YdyQeIv8AvmpjmwjVey9Oh53s/HSSm4sVH0KwgfbTx+8nTzWWfr+fbOi+7LVxemqDSDMStEoa8SakBwBWPLrYCrUgOViYDLJD9d6ZcL0IYX6qtdljCVdK54xhm1npp1fxIFP1ghJVWpI4u8dkRSe51kLq/rzmjmiJYYtK77+T6B7xVfYCKomgu4ISkIS9cZVldAPp6fmrrvm+x/arWml5ZOA1sLN9+GRDfls24vGkRN4IcgbkEPtTGadf+QtGCVBGWZoMZM4qi0U0e15UxA3SGVgZKynM5h4qGiEszUNQ7V+L1nUpwV2j9lccP+W+GoNGYpE5+5Wtnc11bk/7RJZbPjqeOqrCwoth6UVQLbAq/sxin3t1ux9IAyzf2umF1TTZn1n3JnSiJr70l834GH4GI4iA8Gwy+HvZPPrTubaBftoT6K0RE6QWdohMaIod/BRrAd7AR/wzfh2/DdOjUM2prX6E6EH24Bnle/QA==</latexit>

rcc(k) =
h�true ICs(k)�⇤rec(k)ip
Ptrue ICs(k)Prec(k)
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MS, Baldauf & Zaldarriaga (2017), similar to Zhu, Yu+ (2017); noise-free DM
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FIG. 12. Power of the error of the reconstructed density relative to the linear density, represented by one minus the squared
correlation coe�cient with the linear initial conditions. In the grey shaded area, the reconstructed density is more than 95%
correlated with the linear density. Brighter colors represent a better displacement field � obtained by running more iteration
steps (1, 2, 4, 8, or 16). The curves are from our L = 500 h�1Mpc simulation at z = 0.

procedure based on the correct covariance. As a conse-
quence, our estimated BAO uncertainty is a conservative
estimate of the true uncertainty.

Appendix D: Results at redshift z = 0.6

Figures 13 and 14 show reconstruction results at red-
shift z = 0.6 as opposed to the redshift z = 0 that was
used in the main text. The densities before and after
reconstruction match the linear density better at this
higher redshift than at lower redshift, which is as ex-
pected because nonlinearities are smaller at higher red-
shift for any given scale.

Appendix E: Parameters and convergence tests

In this appendix we discuss some choices we made for
the reconstruction parameters, and some basic conver-
gence tests of our simulations.

1. Reconstruction parameters

Our reconstruction algorithm has several parameters
as described in Section IIIA 3. Table VI shows results
for di↵erent parameter choices. This demonstrates that
the final performance of the method is relatively insen-
sitive to the detailed parameter values. Some qualita-
tive choices are important though: It is important to
start with a relatively large smoothing scale, Rinit &
5 h

�1Mpc, so that the smoothed overdensity is less
than unity for most grid points and the Zeldovich ap-
proximation is applicable. The smoothing scale should
also decrease from one iteration to the next, ✏R < 1,
to reconstruct progressively smaller scales in the itera-
tion. However, since reconstruction likely becomes in-

FIG. 13. Same as Fig. 4 but at redshift z = 0.6. The new re-
construction is more than 95% correlated with the initial con-
ditions at k  0.48 hMpc�1, or at k  0.53 hMpc�1 if second
order corrections are included in the method. For comparison,
the wavenumber where the correlation with initial conditions
drops below 95% is k = 0.21 hMpc�1 for standard reconstruc-
tion, and k = 0.09 hMpc�1 for the nonlinear density without
reconstruction in our setup.

e�cient on very small scales where shell crossing domi-
nates, we stop decreasing the smoothing scale at Rmin.
A reasonable choice may be Rmin ⇠ 1 h

�1Mpc. We
work with Rmin = 1.01L/Ngrid throughout, which gives
Rmin = 0.99 h

�1Mpc for our small-volume simulation
and Rmin = 2.7 h

�1Mpc for our large-volume simula-
tions.
For the other parameters, we can use simple heuris-

tics. The number of iteration steps for the displacement
� can be determined by monitoring the final quantity
of interest and stopping the iteration once that quantity
stops changing significantly. Fig. 12 demonstrates that

[ Mean-square fractional error ]

(Wavelength)-1

MS, Baldauf & Zaldarriaga (2017)



Expansion rate 

Initial conditions have a clear feature

BAO as a Standard Ruler

•This distance of 150 Mpc is very accurately computed 
from the anisotropies of the CMB. 
–0.4% calibration with current CMB.

Image Credit: E.M. Huff, the SDSS-III team, and the 
South Pole Telescope team.  Graphic by Zosia Rostomian

Can estimate expansion rate by measuring angular extent 

More precise in initial conditions than observed galaxies
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FIG. 6. Fractional bias of the best-fit BAO scale relative to the fiducial BAO scale in ten 2.6h�3Gpc3 simulations at z = 0.
In each simulation, the BAO scale is estimated by fitting a model to the measured power spectrum at k  0.6 hMpc�1 as
described in Appendix C. The lower subpanels show histograms of the best-fit BAO scale (grey), and corresponding Gaussian
pdfs (solid black) based on sample mean and sample standard deviation of the best-fit BAO scale. The realizations are sorted
according to their initial linear BAO scale.

FIG. 7. Fractional BAO error bar as a function of maximum
wavenumber used for fitting the BAO scale. The error bar
is a Monte Carlo estimate obtained from ten simulations at
z = 0 with V = 2.6h�3Gpc3 each: We fit the BAO scale to
the ratio of wiggle and nowiggle power spectra in each of the
ten simulations, and then compute the scatter of the best-
fit BAO scale across the ten simulations. The iterative O(2)
reconstruction matches the linear initial conditions perfectly.

at k  kmax = 0.6 hMpc�1. This shows that our recon-
struction recovers the linear BAO scale with high preci-
sion and on a realization-by-realization basis.

To estimate if the estimated BAO scale is systemati-
cally biased relative to the true BAO scale, we compute
the expectation value of the best-fit BAO scale; see Ta-
ble II. Within the uncertainty of our ten simulations, we
do not find evidence for any systematic BAO bias after
any of the reconstruction methods that we tested. The
reconstructions thus eliminate the systematic nonlinear
BAO bias of⇠ 0.3% at z = 0 that is generated by shifts of
particles that were separated by the pristine BAO scale in

Rms scatter of BAO scale

Field vs lin. theory vs lin. realization

Initial conds. 0.35Mpc [0.24%] 0Mpc [0%]

Final conds. 0.99Mpc [0.66%] 1.20Mpc [0.81%]

Standard rec 0.63Mpc [0.42%] 0.55Mpc [0.37%]

New O(1) rec 0.44Mpc [0.29%] 0.13Mpc [0.08%]

New O(2) rec 0.37Mpc [0.25%] 0.08Mpc [0.05%]

TABLE III. Left column: Root-mean-square scatter of the
best-fit BAO scale between ten 2.6h�3Gpc3 simulations at
z = 0. This is a Monte Carlo estimate for the expected sta-
tistical 1� uncertainty when measuring the BAO scale from
the power spectrum in a single 2.6h�3Gpc3 volume. Right
column: Rms scatter of the BAO scale relative to that in the
initial conditions of each simulation, r̂BAO � r̂linBAO, which is
sourced by nonlinear shift terms as discussed in Section IVD.
All numbers are somewhat uncertain because they were esti-
mated from the scatter of only ten simulations.

the initial conditions [17, 65], and that would be present
when measuring the BAO scale from the nonlinear power
spectrum without reconstruction. This is consistent with
previous findings [36, 37, 53, 75–78].
To estimate the statistical 1� uncertainty correspond-

ing to measuring the BAO scale from the power spectrum
in a 2.6h�3Gpc3 volume, we compute the root-mean-
square (rms) scatter of the best-fit BAO scale between
the ten simulations; see Table III and Fig. 7.
The uncertainty of the BAO scale from the nonlinear

power spectrum is increased by a factor of 2.8 at z = 0
and by a factor of 2.6 at z = 0.6 relative to the uncer-
tainty from the linear power spectrum. This is again
caused by shifts of particles that were separated by the
BAO scale in the early universe. By reducing those shifts,
standard reconstruction [17] reduces the statistical BAO
uncertainty by a factor of 1.6 at z = 0 and by a factor
of 1.9 at z = 0.6 relative to performing no reconstruc-

Expansion rate in 10 simulations

Initial conditions Galaxies Standard rec. New reconstruction

Si
m

ul
at

io
n 

se
ed

Expansion rate

Complicated grav. interactions

Degraded precision
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FIG. 6. Fractional bias of the best-fit BAO scale relative to the fiducial BAO scale in ten 2.6h�3Gpc3 simulations at z = 0.
In each simulation, the BAO scale is estimated by fitting a model to the measured power spectrum at k  0.6 hMpc�1 as
described in Appendix C. The lower subpanels show histograms of the best-fit BAO scale (grey), and corresponding Gaussian
pdfs (solid black) based on sample mean and sample standard deviation of the best-fit BAO scale. The realizations are sorted
according to their initial linear BAO scale.

FIG. 7. Fractional BAO error bar as a function of maximum
wavenumber used for fitting the BAO scale. The error bar
is a Monte Carlo estimate obtained from ten simulations at
z = 0 with V = 2.6h�3Gpc3 each: We fit the BAO scale to
the ratio of wiggle and nowiggle power spectra in each of the
ten simulations, and then compute the scatter of the best-
fit BAO scale across the ten simulations. The iterative O(2)
reconstruction matches the linear initial conditions perfectly.

at k  kmax = 0.6 hMpc�1. This shows that our recon-
struction recovers the linear BAO scale with high preci-
sion and on a realization-by-realization basis.

To estimate if the estimated BAO scale is systemati-
cally biased relative to the true BAO scale, we compute
the expectation value of the best-fit BAO scale; see Ta-
ble II. Within the uncertainty of our ten simulations, we
do not find evidence for any systematic BAO bias after
any of the reconstruction methods that we tested. The
reconstructions thus eliminate the systematic nonlinear
BAO bias of⇠ 0.3% at z = 0 that is generated by shifts of
particles that were separated by the pristine BAO scale in

Rms scatter of BAO scale

Field vs lin. theory vs lin. realization

Initial conds. 0.35Mpc [0.24%] 0Mpc [0%]

Final conds. 0.99Mpc [0.66%] 1.20Mpc [0.81%]

Standard rec 0.63Mpc [0.42%] 0.55Mpc [0.37%]

New O(1) rec 0.44Mpc [0.29%] 0.13Mpc [0.08%]

New O(2) rec 0.37Mpc [0.25%] 0.08Mpc [0.05%]

TABLE III. Left column: Root-mean-square scatter of the
best-fit BAO scale between ten 2.6h�3Gpc3 simulations at
z = 0. This is a Monte Carlo estimate for the expected sta-
tistical 1� uncertainty when measuring the BAO scale from
the power spectrum in a single 2.6h�3Gpc3 volume. Right
column: Rms scatter of the BAO scale relative to that in the
initial conditions of each simulation, r̂BAO � r̂linBAO, which is
sourced by nonlinear shift terms as discussed in Section IVD.
All numbers are somewhat uncertain because they were esti-
mated from the scatter of only ten simulations.

the initial conditions [17, 65], and that would be present
when measuring the BAO scale from the nonlinear power
spectrum without reconstruction. This is consistent with
previous findings [36, 37, 53, 75–78].
To estimate the statistical 1� uncertainty correspond-

ing to measuring the BAO scale from the power spectrum
in a 2.6h�3Gpc3 volume, we compute the root-mean-
square (rms) scatter of the best-fit BAO scale between
the ten simulations; see Table III and Fig. 7.
The uncertainty of the BAO scale from the nonlinear

power spectrum is increased by a factor of 2.8 at z = 0
and by a factor of 2.6 at z = 0.6 relative to the uncer-
tainty from the linear power spectrum. This is again
caused by shifts of particles that were separated by the
BAO scale in the early universe. By reducing those shifts,
standard reconstruction [17] reduces the statistical BAO
uncertainty by a factor of 1.6 at z = 0 and by a factor
of 1.9 at z = 0.6 relative to performing no reconstruc-

Expansion rate in 10 simulations

MS, Baldauf & Zaldarriaga (2017)
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Alternative reconstruction approach

Previous algorithm works well, but based on intuition & heuristics 

Alternative: Use gradient descent to maximize posterior of initial 
conditions (1M+ parameters) 

 
 
Fast because shifted operators model has easy gradients

From simulation or 
polynomial regression

P (�IC|�g) =
L(�g|�IC)P (�IC)

P (�g)
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Figure 1.2: Illustration of gravitational lensing of CMB photons by large-scale
structure (adapted from [10]).

reconstructing these lenses from the observed CMB we can obtain crucial infor-

mation on e.g. dark energy or the geometry of the universe. Several experiments

will provide high quality CMB data in the next few years, e.g. full-mission Planck

data including polarization, ACT/ACTPol, Polarbear and SPT/SPTpol.

The contribution of this thesis, presented in Chapter 5, is a thorough analysis

of how the reconstructed lensing information can be combined with the primary

CMB data to perform reliably a joint parameter estimation. Such joint analy-

ses are important to break degeneracies that limit the information that can be

extracted from the CMB fluctuations laid down at recombination. The joint anal-

ysis is non-trivial because the part of the lensing information that is present in

the primary CMB power spectrum as well as in the lensing reconstruction is po-

tentially double-counted. We quantify the temperature-lensing cross-correlation

analytically, finding two physical contributions and confirming the results with

simulated lensed CMB maps. This cross-correlation has not been considered be-

fore and it could have turned out to be anywhere between zero and unity. We

also use simulations to test approximations for the likelihood of the lensing re-
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Planck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV

LM
=
p

L(L + 1)�̂MV
LM

, corre-
sponding to the gradient mode (or E mode) of the lensing deflection angle. Modes with L < 8 have been filtered out.

Our baseline lensing reconstruction map is shown in Fig. 1.
In Sect. 2 we explain how this was obtained, and the changes
compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.

2. Data and methodology

This final Planck lensing analysis is based on the 2018 Planck

HFI maps as described in detail in Planck Collaboration III
(2018). Our baseline analysis uses the SMICA foreground-
cleaned CMB map described in Planck Collaboration IV (2018),
and includes both temperature and polarization information. We
use the Planck Full Focal Plane (FFP10) simulations, described
in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
Wiener-filtered X = T , E, and B CMB multipoles, as well as
inverse-variance-weighted CMB maps. The latter maps can be
obtained easily from the Wiener-filtered multipoles by divid-
ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as

0
BBBBBBBBBBBB@

T
dat

2P
dat

�2P
dat

1
CCCCCCCCCCCCA
= BY

0
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B

1
CCCCCCCCCCCCA
+ noise, (1)

2
https://github.com/carronj/LensIt
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Science with galaxy catalogs

(1) Bias model at the field level 

(2) Cosmological parameter analysis 

(3) Accounting for skewness 

(4) Getting initial from final conditions
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Figure 1. 2-d slices of the overdensity �h(x) of simulated 1010.8 � 1011.8 h�1M� halos (top), compared with the cubic bias
model (center), and the linear Standard Eulerian bias model (bottom). Each panel is 500 h�1Mpc wide and 110 h�1Mpc high,
and each density is smoothed with a R = 2 h�1Mpc Gaussian, WR(k) = exp[�(kR)2/2]. The colorbar indicates the values of
this smoothed overdensity �h(x).

Figure 2. Same as Fig. 1 but for more massive and less abundant 1011.8 � 1012.8 h�1M� halos.

simulations. The variance, skewness and kurtosis of the densities shown in the histograms are listed in Table II for
the full simulated and modeled densities, and in Table III for the model error.

The linear Standard Eulerian bias model tends to underpredict troughs and overpredict peaks of the halo density,
as shown in Fig. 3. The model error is not Gaussian for any of the shown smoothing scales; in particular its kurtosis
is larger than 1 for all smoothing scales.

The cubic model provides a more accurate description of the halo density pdf, as shown in Fig. 4. This emphasizes
the importance of using nonlinear bias terms even on rather large scales. Still, the cubic model tends to underpredict
the peaks of the true halo density, especially on small scales. This agrees with Fig. 2 where the model also underpredicts
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