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OVERVIEW
➤ Intro: cosmology from CMB lensing cross-correlations 

➤ unWISE as ideal sample for a high-S/N measurement 

➤ highest CMB lensing cross-correlation S/N to date           
(S/N~80) 

➤ Examples of systematics: 

➤ Measuring the unWISE redshift distribution 

➤ Leakage from low ℓ & mask deconvolution 

➤ Nonlinearities & towards cosmological parameter constraints 
(preliminary): what is our take on the S8 tension?
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Fig. 1 Left: lensed CMB realization. Middle: difference map between lensed and unlensed CMB. Right:
realization of ψ for the lensing, and an overlay of its gradient, the deflection angle.

analyses to obtain unbiased constraints. Perhaps more importantly, lensing effects
generate a curl-like (B mode) polarization pattern on the sky which acts as a limiting
source of confusion for low-noise polarization experiments targeting the signal from
primordial gravitational waves [3,4]. This confusion can be reduced with an accurate
cleaning of the lensing-induced signal, which we will discuss in Sec. 5.

Apart from being a nuisance for traditional observables, the lensing of the CMB
can act as an additional source of information.A typical analysis of the CMB assumes
Gaussianity and statistical isotropy, in which case the power spectrum is the only
quantity of interest. As we shall discuss, lensing can be thought of as introducing into
the CMB small amounts of non-Gaussianity (when marginalized over realizations of
the lenses) or statistical anisotropy (for a fixed distribution of lenses). This effectively
introduces information into the CMB, contained in the higher-order statistics (for
the non-Gaussian viewpoint) and the off-diagonal elements of its covariance matrix
(for the anisotropy viewpoint). With only one CMB sky to observe and interpret,
both these viewpoints are useful. The additional information from lensing probes the
state of the Universe at intermediate redshifts (z ∼ 2). This can be used to break
parameter degeneracies and place improved constraints on quantities that affect the
geometry or density perturbations at late times, such as the dark energy equation of
state and portion of the energy budget in massive neutrinos. An optimal analysis of
lensing effects with the data from the Planck satellite, for example, will enable us
to measure the sum of neutrino masses to ∼ 0.1eV, while lens reconstruction with a
next-generation polarization mission such as EPIC/CMBPol can constrain the sum to
0.05eV or better [5,6,7]. This is an interesting limit, close to the minimum value for
the sum of the masses suggested by terrestrial oscillation measurements in the normal
hierarchy.

CMB LENSING

Lensed CMB T̃
Lensed    -  
Unlensed

T̃

T � , ~↵ = ~r�

Hanson, Challinor, Lewis 2010

➤ Alternative to galaxy lensing (no source z uncertainty, no 
shape measurement)

Hu & Okamoto 2002



CMB LENSING TOMOGRAPHY
➤ CMB lensing cross-correlation + galaxy 

autocorrelation breaks b-σ8 degeneracy
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➤ Lensing tomography probes power spectrum at different 
redshifts: primarily sensitive to σ8 and Ωm

CONSTRAINING ΛCDM FROM CMB LENSING 
TOMOGRAPHY
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S8 TENSION IN WEAK LENSING

➤ Can we use CMB lensing-LSS cross-correlations to address 
the S8 tension from KiDS and other weak lensing probes? 

➤ KiDS: S8 = 0.766 vs 0.834 from Planck: requires 70σ 
detection to validate or disprove tension at 5σ

Heymans et al. 2020
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PREVIOUS CMB-LSS CROSS CORRELATIONS

Constraining Gravity through CMB Lensing 7

scales than the theoretical prediction. Specifically, we find
a cross-correlation amplitude of A = 0.754 ± 0.097, which
is low but consistent with the value reported in Kuntz
(2015), A = 0.85+0.15

−0.16 , for Planck cross-correlated with
the CFHTLens1 galaxy sample. Note that this low value
of A is also inconsistent with values of A > 1 favored
by the Planck CMB temperature and polarization maps
alone (Planck Collaboration et al. 2015a,g). We also per-
form jackknife resampling for the RSD parameter, finding
β = 0.368± 0.046. The full results for β, including the like-
lihood and the measurements of bσ8 and fσ8, are shown in
Fig. 5.

We considered whether the deficit in Cκg
ℓ at large scales

could be due to a systematic effect introduced in the latest
lensing map. Recent work has suggested there may be ten-
sion between the Planck CMB lensing maps from 2013 and
2015 (Omori & Holder 2015; Liu & Hill 2015; Kuntz 2015).
In particular, the galaxy cross-correlation with the Planck

2015 CMB lensing map appears to measure a smaller clus-
tering bias than the 2013 map, suggesting that the 2013
CMB lensing map may have produced a cross-correlation
more consistent with our Cκg

ℓ model on these scales. We
test this by taking the difference map between the Planck

2015 and 2013 CMB lensing maps and cross-correlating
with the CMASS map, the Planck 545 GHz map (dust-
dominated), and the Sunyaev-Zeldovich (SZ) Compton-y
map (Planck Collaboration et al. 2015h). In all three cases
(see Figs. 6-8) we find the cross-correlations are consistent
with zero, suggesting that the Planck 2015 and 2013 CMB
lensing maps are equivalent, and that any contamination
must be common to both maps. It is possible that Cκg

ℓ

could be correlated with the scanning direction, and that
lensing convergence maps for separate surveys with differ-
ent scanning strategies could reveal a discrepancy. Testing
this would require constructing lensing convergence maps
for partial surveys, which we leave for future work.

Previous work has also shown (Giannantonio et al.
2016) that the large-scale Cκg

ℓ deficit is also present in
the cross-correlation between the Dark Energy Survey
(The Dark Energy Survey Collaboration 2005) Science Ver-
ification galaxy sample and the South Pole Telescope CMB
lensing map (Story et al. 2015), which suggests the source of
this deficit is not unique to the Planck CMB maps. Thus, it
appears that the source of this deficit may very well be astro-
physical or cosmological. The deficit could be caused by ther-
mal SZ contamination, in that the SZ increases the variance
in the CMB map, which the lensing estimator interprets as
an “anti-lens.” Unfortunately, thermal SZ was not removed
from the Planck SMICA maps (Planck Collaboration et al.
2015f). Recent work (van Engelen et al. 2014) showed that
the CMB lensing-galaxy cross-correlation could be biased
due to contamination from thermal SZ and the cosmic in-
frared background (CIB), though the predicted magnitudes
of the biases (∼ 4− 6%) are too small to explain the deficit.
Also, the lack of evidence for contamination could be due to
a lack of power spectrum sensitivity instead of a lack of con-
tamination. Of course, a combination of causes could also
explain the discrepancy. In addition, other analyses have
claimed an excess (A > 1) galaxy-CMB lensing correlation

1 http://cfhtlens.org

[t!]

Figure 4. Observed angular power spectra (crosses) for galaxy-
CMB lensing (top) and galaxy clustering (bottom) with 1σ errors
using the CMASS galaxy sample and the Planck CMB lensing
map. In both panels, we show ℓ on the lower horizontal axis and
R⊥, the corresponding linear scale projected onto the sky, on the
upper horizontal axis. The errors were derived using jackknife re-
sampling of 37 equally weighted regions in the CMASS survey.
Our galaxy angular power spectrum measurement is consistent
with theoretical models (solid lines) derived from N-body simu-
lations, while our galaxy-CMB lensing angular cross-power spec-
trum is low yet consistent with other measurements, e.g. Kuntz
(2015). We discuss possible causes for this deficit in Sec. 6.

(Bianchini et al. 2015b,a) in contradiction to the deficit seen
in the previously mentioned claims. More research is needed
to determine the nature of this deficit; however, we consider
this beyond the scope of our investigation and leave this for
future work.

The power spectra, Cκg
ℓ and Cgg

ℓ , and β are combined
using Eq. 3 to compute EG(ℓ) within 11 ℓ-bins comprising
the angular modes ℓ = 62 − 400 (23 < R⊥ < 150 Mpc/h),
which we present in Fig. 9. Note that we probe scales
much larger than the previous measurements using galaxy
lensing (Reyes et al. 2010; Blake et al. 2016). The range in

MNRAS 000, 1–12 (2016)
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Figure 3. Cross-spectrum Cg
` for the 18.0 < iAB < 22.0, 18.0 < iAB < 23.0, 18.0 < iAB < 24.0 galaxy samples cross-correlated with

Planck convergence (filled bars: 2015, empty bars: 2013) (upper row) and the auto-spectrum using the same galaxy samples (lower row).
The points with errorbars shown are the coarsely binned calculations for displaying purposes, and the �2 are the fits to the 20 bins shown
in the background.

Figure 4. Correlation matrices between bins for cross-correlation and auto-correlation.
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Figure 4. Correlation matrices between bins for cross-correlation and auto-correlation.
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Figure 7. The CMB convergence-galaxy density cross-spectrum
as measured from Planck and Herschel data. The data points
are shown in blue, with error bars computed using the full covari-
ance matrix obtained from Monte Carlo realizations of convergence
maps. The theoretical spectra calculated with the bias values in-
ferred from the likelihood analysis (as described in text) using the
cross-correlation data only (solid red line) and the cross-correlation
together with the galaxy autocorrelation data (dot-dashed green
line) are also shown; we fix ↵ = 3 in this analysis. The null (no
correlation) hypothesis is rejected at the 20� level.
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Figure 8. Error estimates for the cross-power spectrum band
powers. The Monte Carlo estimates associated with estimated
band powers are shown in orange (500 simulated lensing maps
correlated with the real galaxy field). Blue bars represent errors
obtained by correlating 500 simulated galaxy maps with the real
convergence field, and the green bars represent the analytical ap-
proximation to these errors. Error estimates obtained by correlat-
ing the real galaxy field with the 100 lensing simulated maps by
the Planck collaboration are shown in red.

very noisy and C
,tot
`

C
gg,tot
`

� (Cg

`
)2. We have also

estimated the errors from cross-correlations of 500 MC
realizations of simulated H-ATLAS galaxy density maps
with the real Planck CMB convergence map. The former
approach yields slightly smaller error bars, yet slightly
larger than those estimated analytically (see Figure 8).
These error estimates were checked by cross-correlating
the publicly available set of 100 simulated lensing maps,
which accurately reflect the Planck noise properties, with
the real H-ATLAS map. The derived error bars are com-
parable with those found with our baseline approach, and
there is no sign of systematic under- or overestimation.
We have exploited the simulations to build the covari-

ance matrix, used to evaluate the probability that the
measured signal is consistent with no correlation (our

Figure 9. Correlation matrix Corr[Ĉg
L Ĉg

L0 ] built from the covari-
ance matrix obtained by correlating 500 simulated lensing maps
with the real H-ATLAS galaxy map.

null hypothesis). As can be seen in Figure 9, the covari-
ance matrix is dominated by the diagonal components;
however, o↵-diagonal components are nonnegligible and
have to be taken into account. The �

2 was calculated as

�
2
null = Ĉg

L
(Covg

LL0)�1 Ĉg

L0 . (29)

For the analysis performed with the whole H-ATLAS
sample we obtained �

2
null = 83.3 for ⌫ = 7 degrees of

freedom (dof), corresponding to a probability that the
null hypothesis holds of p = 2.89 ⇥ 10�15. Because
the �

2 distribution has mean ⌫ and variance 2⌫, the
null hypothesis is rejected with a significance of about
(83.3 � 7)/(141/2) ' 20�. This is the sum in quadra-
ture of the significance of the correlation in each band
power, taking into account the correlations between dif-
ferent bins. The results of the �2 analysis for each patch
are reported in Table 2.

5.2. Galaxy Autocorrelation

We also performed an analysis of the autocorrelation
of Herschel galaxies on the di↵erent patches. The shot
noise subtracted autopower spectrum measured for the
complete H-ATLAS data set is shown in Figure 10. The
error bars on the data points are evaluated from the di-
agonal part of the covariance matrix built from galaxy
simulations with bias b = 3. The detected signal is highly
significant (40�).

5.3. Null Tests

In order to verify our pipeline and the reconstructed
spectra against the possibility of residual systematic er-
rors, we performed a series of null tests, which consist of
cross-correlating the real map of one field with simulated
maps of the other field. Because there is no common
cosmological signal, the mean correlation must be zero.
We cross-correlated our 500 simulated CMB lensing

maps (containing both signal and noise) with the real
H-ATLAS galaxy density contrast map and our 500 sim-
ulated galaxy maps constructed using b = 3 with the
true Planck CMB convergence map. The error bars on
the cross-power spectra were computed using the covari-

CMASS x Planck, ~8σ

Pullen et al., 2016
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FIG. 3. Measured auto- and cross-correlation functions between the redMaGiC galaxy sample described in Sec. III A and CMB lensing from
[15]. The faint angular bins have been excluded from the fits, consistently with [39] and with [30]. The theory modeling shown uses the mean
bias and cross-correlations amplitudes found in Sec. VI and Table III, assuming the fiducial cosmology listed in Table II. The error bars shown
are the diagonal elements of the covariance matrix

p
Cii, and therefore, the correlations between the bins are ignored. In contrast, the best-fit

amplitudes are calculated including the o↵-diagonal elements and therefore the best-fit lines and data points may not match visually in certain
bins.
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➤ Advantages of WISE: 

➤ All-sky satellite mission 

➤ Infrared survey (3.4, 4.6 μm): negative K-correction for old 
stellar populations—measure galaxies out to z~2 

BUILDING THE BEST CMB-LSS CORRELATION

40 cm

Wright et al., 2010

500 million 
galaxies!
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Spitzer WISEunWISE

➤ Original 13 month mission (2010) + NeoWISE re-activation 
2014-present (3.4, 4.6 μm only) 

➤ No official WISE catalog after 2012 (despite 5x more data) 

➤ unWISE: unofficial catalog, outgrowth of forced photometry 
for DESI targeting

unWISE CATALOG

Schlafly et al. 2019 
catalog.unwise.me

AllSky + AllWISE

2011 2014

unWISE (unofficial)

2019
shutdown



➤ Remove stars using GAIA: 1% stellar contamination
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A Deep WISE Catalog 15

Figure 9. Redshift distribution of galaxies in the COSMOS
field detected in AllWISE (blue), unWISE (orange), and the
di↵erence (green). The unWISE catalog roughly doubles the
number of galaxies detected with z < 1, while tripling it at
z > 1. Extrapolating to the entire sky, the unWISE catalog
should contain > 500 million galaxies broadly distributed
over 0 < z < 2.

Table 1. Number density of objects at di↵erent redshifts

stars z range

Catalog Gaia ¬Gaia 0, 0.5 0.5, 1 1, 1.5 1.5, 2 > 2

AllWISE 2977 411 2151 3760 1501 411 126

unWISE 4562 1297 3941 8457 4598 1876 773

Note—Number of objects per square degree for stars and galaxies
of di↵erent redshifts, based on comparison to objects with pho-
tometric redshifts in COSMOS (Laigle et al. 2016). unWISE in-
creases the number of galaxies detected by a factor of 2–4. Stars
are marked as having been identified by Gaia (Gaia), or not
(¬Gaia). Note that counts are given only for objects matching
objects in (Laigle et al. 2016), but roughly 6% of unWISE objects
have no match, primarily due to masked regions near bright stars
in COSMOS and large galaxies split into multiple PSF compo-
nents in unWISE.

a factor of three or more. Extrapolated over the whole
sky, the unWISE catalog should contain > 500 ⇥ 106

galaxies with 0 < z < 2. Table 1 summarizes the num-
ber densities of sources of di↵erent types and redshifts
in the COSMOS field for AllWISE and unWISE.
For extragalactic purposes, the presence of stars in the

catalog can be a nuisance. Often, however, these stars
can be identified by their pointlike morphology in Gaia
imaging, which like WISE, is available for the entire sky.

Table 1 indicates the number density of stars detected
by Gaia, and the number density not detected by Gaia,
usually due to faint magnitudes and red colors.
From the unWISE Catalog alone, the only information

available about a typical galaxy is its flux in the W1 and
W2 bands. This makes e↵orts to estimate a galaxy’s red-
shift from its unWISE Catalog entry challenging. Nev-
ertheless, there is a good correlation between the WISE
color of a galaxy and its redshift. Figure 10 shows the
redshift distribution of unWISE Catalog galaxies in the
COSMOS field satisfying four simple color cuts. The
galaxies passing these cuts have mean redshifts steadily
increasing from z = 0.4 to z = 1.5, with a typical rms
of 0.4, as detailed in Table 2.

Figure 10. Redshift distribution of galaxies in the COS-
MOS field detected in unWISE, satisfying four di↵erent color
and magnitude selections. Judicious cuts on galaxies’ WISE
colors can produce samples with mean redshifts ranging from
0.4 to 1.5. Vertical lines give the mean redshifts of the dif-
ferent selections.

5.4.3. High-redshift

Mid-infrared colors provide an e�cient means of se-
lecting quasars, making them e↵ective for detecting ob-
jects at high redshifts (Wang et al. 2016). By provid-
ing deep mid-infrared photometry, the unWISE Catalog
should prove valuable in searches for the highest redshift
quasars.
Consistent with this expectation, the unWISE cata-

log contains detections of more z > 5 quasars than All-
WISE. Among the 453 quasars currently known (Ross
& Cross, in prep.), 268 are detected in W1 and 183 are
detected in W2 in AllWISE, where “detection” means
that the catalog contains a source within 2.7500 of the

Schlafly et al. 2019

Sample Mean redshift Number density (deg-2)

Blue 0.6 3409
Green 1.1 1868

Red 1.5 144

unWISE GALAXY SAMPLES



OPTICAL SPECTRA OF unWISE GALAXIES
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PLANCK CMB LENSING
➤ Planck 2018 minimum-variance lensing maps + masksPlanck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV

LM
=
p

L(L + 1)�̂MV
LM

, corre-
sponding to the gradient mode (or E mode) of the lensing deflection angle. Modes with L < 8 have been filtered out.

Our baseline lensing reconstruction map is shown in Fig. 1.
In Sect. 2 we explain how this was obtained, and the changes
compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.

2. Data and methodology

This final Planck lensing analysis is based on the 2018 Planck

HFI maps as described in detail in Planck Collaboration III
(2018). Our baseline analysis uses the SMICA foreground-
cleaned CMB map described in Planck Collaboration IV (2018),
and includes both temperature and polarization information. We
use the Planck Full Focal Plane (FFP10) simulations, described
in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
Wiener-filtered X = T , E, and B CMB multipoles, as well as
inverse-variance-weighted CMB maps. The latter maps can be
obtained easily from the Wiener-filtered multipoles by divid-
ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as

0
BBBBBBBBBBBB@

T
dat

2P
dat

�2P
dat

1
CCCCCCCCCCCCA
= BY

0
BBBBBBBBBBBB@

T

E

B

1
CCCCCCCCCCCCA
+ noise, (1)

2
https://github.com/carronj/LensIt

3

Planck 2018, arxiv: 1807.06210
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INTERPRETATION CHALLENGES
➤ (few) Percent-level precision demands tight systematic control! 

➤ Major systematics in this work: 

➤ unWISE redshift distribution 

➤ extra systematic power at large scales in auto-correlation 
(and its coupling to the mask) 

➤ modeling nonlinearities



➤ Photometric redshifts impossible with 2 bands 

➤ Matching to COSMOS photo-z yields approximate dN/dz but 
suffers from small area, photo-z errors, blending issues 

➤ Alternative: dN/dz from cross-correlations with SDSS 
spectroscopic surveys (e.g. Menard et al. 2013) 

➤ Constrains b(z) dN/dz: you need b(z) as well as dN/dz for galaxy 
kernel!

MEASURING THE REDSHIFT DISTRIBUTION

Cg
` =

Z
d�

b(z) dN/d�W(�)

�2
P (k� = `+ 1/2)

Cgg
` =

Z
d�

[b(z) dN/d�]2

�2
P (k� = `+ 1/2)



SPECTROSCOPIC SAMPLES
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➤ Real-space method as in Menard et al., 2013

CLUSTERING REDSHIFT METHOD
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HOW TO DETERMINE SCALE CUT?
➤ Scales used in clustering redshifts should match scales used in 

Cℓgg, Cℓkg as well as possible

0.1 1 10
rp (h�1 Mpc)

10

100

1000

w
p(

r p
)(

h�
1

M
pc

)

LOWZ ⇥ WISE, z = 0.40 � 0.45

blue
green
b ⇥ Halofit, blue
b ⇥ Halofit, green

0.1 1 10
rp (h�1 Mpc)

101

102

103

w
p(

r p
)(

h�
1

M
pc

)

N-body HOD Autocorrelation

True wp(rp)
Linear bias



SPECTROSCOPIC BIAS EVOLUTION

➤ Passive evolution models are not correct in detail for the 
spectroscopic samples
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➤ Photo-spectro cross-correlations may also be due to lensing 
magnification bias (particularly in tails) 

➤ Neglecting magnification bias shifts results by ~1 sigma

IMPACT OF MAGNIFICATION BIAS
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IMPACT OF UNCERTAIN dN/dz  ON POWER 
SPECTRA

0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15

10
5
⇥

C
gg `

Blue Green Red

200 500 800
`

0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15

10
5
⇥

`C


g
`

200 500 800
`

200 500 800
`

G
AL

AX
Y 

AU
TO

G
AL

AX
Y 

x 
C

M
B



➤ If stars are unclustered, the effect of stellar contamination on 
number density is degenerate with bias 

➤      : stellar contamination fraction
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CHANGING THE GALACTIC MASK
➤ ℓ < 100 in auto shows trends with masking choice: do not 
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TESTING THE MASK DECONVOLUTION
➤ One danger from stellar contamination: coupling between the galaxy 

mask and the signal 

➤ Test mask deconvolution by creating mock Gaussian realizations of 
galaxy & CMB lensing fields 

➤ Mask, measure pseudo-Cℓ, deconvolve mask → compare to input Cℓ
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TESTING THE MASK DECONVOLUTION

100 300 500 700 900
`

0.90

0.95

1.00

1.05

1.10

Tr
an

sf
er

fu
nc

tio
n

Blue g

Remove low `

Error on data

100 300 500 700 900
`

0.96

0.98

1.00

1.02

1.04

Tr
an

sf
er

fu
nc

tio
n

Blue gg

Remove low `

Error on data

➤ One danger from stellar contamination: coupling between the galaxy 
mask and the signal 

➤ Test mask deconvolution by creating mock Gaussian realizations of 
galaxy & CMB lensing fields 

➤ Mask, measure pseudo-Cℓ, deconvolve mask → compare to input Cℓ



GALAXY CROSS SPECTRA
➤ Use best-fit biases from CMB lensing  cross-correlations to 

predict theory curves for cross spectra 

➤ Reasonably consistent; requires some fraction of green and 
red galaxies to inhabit the same halos (cross shot-noise)
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CONSTRAINING COSMOLOGY
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➤ Create mock dataset to 
test cosmology pipeline 
and impact of 
nonlinearities and 
uncertain dN/dz 

➤ Model also marginalizes 
over uncertain 
magnification bias and 
redshift distribution 

➤ Currently: testing on 
different HODs, redshift 
distributions



➤ Lagrangian PT + bias + EFT: CLEFT (Modi, White & Vlah 
2017)

NONLINEAR BIAS MODEL

Figure 2. (Left) The mapping between k [in hMpc�1] and ` as a function of redshift for the
cosmology of our N-body simulation. In the range 1 < z < 3, which is our focus, angular scales
` < 103 correspond to the quasi-linear scales easily within the reach of perturbation theory. (Right)
Contributions of the various terms in Eq. (2.7) at z = 2 using the best-fit parameters determined in
§3.

where PZ and P1�loop are the Zeldovich and 1-loop matter terms, the bi are Lagrangian bias
parameters for the biased tracer, ↵⇥ is a free parameter which accounts for small-scale physics
not modeled by LPT and s⇥ is a possible “stochastic” contribution. The individual Px can
be written as spherical Hankel transforms

Px = 4⇡

Z
q
2
dq e

�(1/2)k2(XL+YL)

"
f
(0)
x (k, q)j0(kq) +

1X

n=1

f
(n)
x (k, q)

✓
kYL

q

◆
n

jn(kq)

#
(2.8)

with the linear Lagrangian correlator decomposed as Alin
ij

= �ijXL+ q̂iq̂jYL and the f
(n)
x given

in [40, 50] (see Appendix B for more details and a simplified model). All of these results
assume that the LPT kernels are time-independent. This is an excellent approximation for
the density fields at high redshift that we consider [63–65].

For the halo auto-spectrum the stochastic term includes a contribution from shot noise
and can be taken to be scale-independent at the order we work (i.e. a constant). We find
that this term is very well predicted by a Poisson shot noise and since we subtract such a
term from our “signal” spectra (§3) we can omit it. For the matter-halo cross-spectrum the
stochastic term scales as k

2 as k ! 0 (but is unconstrained at high k) and is also generally
omitted. We have experimented with different forms and values of s⇥ and find our results
are not particularly sensitive to such choices. The fit is slightly improved if we include a
constant or a form like (k/k?)2/[1 + (k/k?)2] with k? ' 0.1� 0.5hMpc�1. This amplitude of
this term is never particularly large, and it helps primarily at high k. We choose to also omit
this term for simplicity, though we note that including an additional constant as a nuisance
parameter could help when fitting data. It is also worth noting that in the N-body simulations
to which we compare in §3 we may have an additional contribution from the finite sampling
of the density field by dark matter particles. A Poisson contribution to the cross-spectrum,
(n̄halon̄dm)�1/2, would be in the range 10 � 30h�3Mpc3 for the samples we discuss in §3

– 7 –

Pmg(k) =

✓
1� ↵⇥k2

2

◆
PZel0dovich + P1�loop +

b1
2
Pb1 +

b2
2
Pb2

+
bs2

2
Pbs2

+
br2

2
Pbr2 + s⇥

Linear

Modi Vlah & White 2017



CONSTRAINING COSMOLOGY
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➤ Still working out kinks 
with PT model: volume 
effects, counter-term, 
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CONCLUSIONS & NEXT STEPS
➤ CMB lensing cross-correlation with S/N ~80 from 500 

million galaxies at 0 < z < 2 

➤ Presented methods, measurement & systematics checks 

➤ Challenges and promise for cosmology at the few-percent 
precision 

➤ Next steps: 

➤ sample over cosmological parameters: measure Ωm and σ8, 
marginalizing over dN/dz 

➤ say something interesting about lensing tension?
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NONLINEAR BIAS EVOLUTION
➤ Residual impact of nonlinear bias on 2.5 < r < 10 h-1 Mpc is 

small
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➤ Measure dN/dz from cross-correlations with SDSS 
spectroscopic surveys 

➤ cross-check with cross-match to COSMOS photo-z

unWISE REDSHIFT DISTRIBUTION

4 Rahman et al.

Figure 2. The comparison between clustering redshifts zcl and spectroscopic redshifts zsel for samples selected in narrow redshift bins.
The figure shows the density distribution d2N/dzcldzsel sampled with �zcl = 2⇥ 10�4 and �zsel = 8⇥ 10�4, derived from about half a
million cross-correlation measurements over the Northern Galactic Cap of the SDSS. A given column corresponds to the redshift distribution
inferred for galaxies selected with a given spectroscopic redshift zsel.

distributed horizontally, located at the redshifts of
the massive clusters in the reference sample. This
e↵ect can be seen in Figure 3: a horizontal fea-
ture is present at zcl = 0.037. It extends from
zsel ' 0.05 to about 0.2. This is caused by the
presence of the Hercules Supercluster located at
this redshift, the largest cluster in the local uni-
verse (M ⇠ 1016 M�; Barmby & Huchra 1998).

2. The radial velocity of an extragalactic object has
contributions from both the Hubble flow and its
own peculiar velocity. Since only cosmological red-
shifts correlate with distance, regimes in which pe-
culiar velocities are high will create spurious sig-
nals in the d2N/dzcldzsel estimates. This e↵ect is
strongest when massive galaxy clusters are present.
For galaxy clusters with a gravitational poten-
tial of order �v = 103 km s�1, this amounts to
�z ⇠ 10�3. The contribution of peculiar veloc-
ities a↵ects our ability to properly infer redshifts
solely due to the Hubble flow. We note that this
degeneracy cannot be removed based on velocity
information alone. This leads to a spurious corre-
lation signal perpendicular to and symmetric about
the zcl = zsel line. Objects moving around the clus-
ter with a negative line-of-sight velocity, inferred to
have a higher redshift, will correlate with cluster
objects with a positive velocity, inferred to have
a lower redshift. This can be seen in the region

zsel ⇠ zcl ⇠ 0.037. The peculiar velocity e↵ect of
the cluster is illustrated as a perpendicular spread
of correlation signal (bottom-left of Figure 3). The
velocity spread of the signal (⇠ 2000 km s�1) is
consistent with the mass of the supercluster.

3. Chance superpositions of large scale structure from
two di↵erent redshifts, when projected onto the
sky, produce a artificial correlation signal: if two
structures well-separated in redshift overlap on the
sky, the reference galaxies at one redshift will mea-
sure an overdensity in the selected sample of the
second redshift. Similarly, the reference galaxies
at the second redshift will measure an overdensity
in the first redshift. Consequently, these spurious
correlations appear symmetric about the zcl = zsel
line. An example of the first e↵ect is seen in Fig-
ure 3 as structure at (zsel, zcl) = (0.08, 0.11) and
symmetrically at (zsel, zcl) = (0.11, 0.08).

These three e↵ects explain the origin of virtually all the
structures appearing in the left panel of Figure 3. The
larger volumes sampled at higher redshift minimize the
e↵ect of cosmic variance, thereby decreasing the ampli-
tude of these artificial signals. Since the origin of the
spurious correlations is primarily due to spatial inhomo-
geneity of the reference population, we can filter the ref-
erence sample to minimize these e↵ects. We describe this
procedure below.

spectroscopic redshift
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Rahman et al. 2015



MEASURING s
➤ s is response of number density to lensing magnification

flux 1

flu
x 

2

lensing magnification by Δm

N0

N1

s ⌘ log10 N1 � log10 N0

�m



MEASURING MAGNIFICATION BIAS
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SYSTEMATICS SUMMARY (BLUE SAMPLE)

1.481.501.521.541.561.581.601.621.64
be↵

cross

Kitanidis QSO masking
tSZ free

No transfer function
`max = 900
`min = 200

Reduce s by 10%
CMASS area
Landy-Szalay

Add WISE + spectroscopic weights
Uncertainty in bsml/blin (Amax)

Uncertainty in bsml/blin (Afid)
dN/dz rp, min = 1.52 h�1 Mpc

dN/dz rp, min = 4 h�1 Mpc
Galactic ` > 155�
Galactic ` < 155�

Fiducial

1.601.651.701.751.801.851.901.95
be↵

auto

Statistical error
Error from dN/dz



SYSTEMATICS SUMMARY (RED SAMPLE)
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PLANCK LENSING MAP
Planck Collaboration: Planck 2018 lensing

Fig. 1. Mollweide projection in Galactic coordinates of the lensing-deflection reconstruction map from our baseline minimum-
variance (MV) analysis. We show the Wiener-filtered displacement-like scalar field with multipoles ↵̂MV

LM
=
p

L(L + 1)�̂MV
LM

, corre-
sponding to the gradient mode (or E mode) of the lensing deflection angle. Modes with L < 8 have been filtered out.

Our baseline lensing reconstruction map is shown in Fig. 1.
In Sect. 2 we explain how this was obtained, and the changes
compared to our analysis in PL2015. We also describe the new
optimal filtering approach used for our best polarization anal-
ysis. In Sect. 3 we present our main results, including power-
spectrum estimates, cosmological parameter constraints, and a
joint estimation of the lensing potential using the CIB. We end
the section by using the estimates of the lensing map to delens
the CMB, reducing the B-mode polarization power and sharpen-
ing the acoustic peaks. In Sect. 4 we describe in detail a number
of null and consistency tests, explaining the motivation for our
data cuts and the limits of our understanding of the data. We also
discuss possible contaminating signals, and assess whether they
are potentially important for our results. In Sect. 5 we briefly de-
scribe the various data products that are made available to the
community, and we end with conclusions in Sect. 6. A series of
appendices describe some technical details of the calculation of
various biases that are subtracted, and derive the error model for
the Monte Carlo estimates.

2. Data and methodology

This final Planck lensing analysis is based on the 2018 Planck

HFI maps as described in detail in Planck Collaboration III
(2018). Our baseline analysis uses the SMICA foreground-
cleaned CMB map described in Planck Collaboration IV (2018),
and includes both temperature and polarization information. We
use the Planck Full Focal Plane (FFP10) simulations, described
in detail in Planck Collaboration III (2018), to remove a num-
ber of bias terms and correctly normalize the lensing power-
spectrum estimates. Our analysis methodology is based on the

previous Planck analyses, as described in PL2013 and PL2015.
After a summary of the methodology, Sect. 2.1 also lists the
changes and improvements with respect to PL2015. Some de-
tails of the covariance matrix are discussed in Sect. 2.2, and de-
tails of the filtering in Sect. 2.3. The main set of codes applying
the quadratic estimators will be made public as part of the CMB
lensing toolbox LensIt.2

2.1. Lensing reconstruction

The five main steps of the lensing reconstruction are as follows.

1. Filtering of the CMB maps. The observed sky maps are cut
by a Galactic mask and have noise, so filtering is applied to
remove the mask and approximately optimally weight for the
noise. The lensing quadratic estimators use as input optimal
Wiener-filtered X = T , E, and B CMB multipoles, as well as
inverse-variance-weighted CMB maps. The latter maps can be
obtained easily from the Wiener-filtered multipoles by divid-
ing by the fiducial CMB power spectra C

fid
` before projecting

onto maps. We write the observed temperature T and polariza-
tion (written as the spin ±2 combination of Stokes parameters
±2P ⌘ Q ± iU) pixelized data as

0
BBBBBBBBBBBB@

T
dat

2P
dat

�2P
dat

1
CCCCCCCCCCCCA
= BY

0
BBBBBBBBBBBB@

T

E

B

1
CCCCCCCCCCCCA
+ noise, (1)

2
https://github.com/carronj/LensIt

3

Planck 2018, arxiv: 1807.06210

➤ Auto-spectrum detected at 40σ
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dN/dz CONSISTENCY
➤ Photo-spectro clustering is roughly consistent with COSMOS 

dN/dz and a simple HOD for unWISE galaxies
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CMB lensing cross-correlation


Auto-correlation

IMPACT ON POWER SPECTRA

Sample Bias Error from dn/dz χ2/dof
Blue 1.56 ± 0.039 0.0329 6.04/5

Green 2.25 ± 0.052 0.0271 2.44/5
Red 3.49 ± 0.161 0.1371 1.66/5

Sample Bias Error from dn/dz χ2/dof
Blue 1.71 ± 0.0072 0.0842 16.7/4

Green 2.46 ± 0.0121 0.0788 4.16/4
Red 3.29 ± 0.0787 0.267 9.82/4



CHANGING THE ECLIPTIC MASK
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